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Abstract: This paper derives an explicit formula for the probability that
a continuous local martingale crosses a one or two-sided random constant
boundary within a finite time interval. The boundary crossing probabil-
ity of a continuous local martingale to a constant boundary is equal to
the boundary crossing probability of a standard Wiener process, which is
time-changed by the martingale quadratic variation, to a constant bound-
ary. This paper also derives an explicit solution to the IFPT problem of
quadratic variation. These results are obtained by an application of the
Dambis, Dubins-Schwarz theorem. The main elementary idea of the proof
is the scale invariant property of the time-changed Wiener process and thus
the scale invariant property of the first-passage time. This is due to the con-
stancy of the boundary.
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1. Introduction

This paper first concerns the boundary crossing probabilities of the first passage
time (FPT), i.e., the probability that a stochastic process crosses a boundary.
This paper also concerns an IFPT (IFPT) problem. The IFPT problem deter-
mines the increasing function such that the FPT of a standard Wiener process,
which is time changed by this increasing function, to the boundary has a given
distribution. As far as the author knows, this IFPT is completely new to the
literature. It differs from the Shiryaev IFPT problem, which determines the
boundary function such that the FPT of a standard Wiener process to this
boundary has a given distribution.

The application of the FPT in statistics can be traced back to the Kolmogorov-
Smirnov statistic. The primary application of the FPT can be found in sequen-
tial analysis. At first, the focus was on the FPT of a random walk. Due to the
complexity of the problem, the literature often relies on the FPT of a Wiener
process (see Gut (1974), Woodroofe (1976), Woodroofe (1977)), Lai and Sieg-
mund (1977)), Lai and Siegmund (1979)) and Siegmund (1986)). In survival
analysis, Matthews, Farewell and Pyke (1985) show that tests for constant haz-
ard involve the FPT of an Ornstein-Uhlenbeck process. Butler and Huzurbazar
(1997)) consider a Bayesian approach for the FPT of a semi-Markovian process.
Eaton and Whitmore (1977) study the application of the FPT for hospital stay.
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Aalen and Gjessing (2001)) consider the FPT of a Markovian process. Detailed
reviews on the FPT can be found in Lee and Whitmore (2006) and Lawless
(2011) (Section 11.5, pp. 518-523). Finally, Roberts and Shortland (1997) and
Borovkov and Novikov (2002) provide an application of the FPT for the pricing
of barrier options in mathematical finance.

Although the IFPT problem is new, it has useful applications in financial
econometrics. More specifically, the FPT of a continuous local martingale have
applications when estimating the quadratic variation of a continuous local mar-
tingale based on endogenous observations. In these models, endogenous obser-
vations are often generated by the FPT of a local martingale to a boundary
process. Fukasawa (2010) considers the FPT to a symmetric two-sided bound-
ary. Robert and Rosenbaum (2011) and Robert and Rosenbaum (2012) (see also
Section 4.4 in Potiron and Mykland (2020) for its extension) introduce the model
with uncertainty zones in which the two-sided boundary is dynamic. Fukasawa
and Rosenbaum (2012) consider the FPT to a two-sided boundary, which is
non-symmetric. Abbring (2012) studies the mixed FPT of a Levy process. Re-
nault, Van der Heijden and Werker (2014) consider the mixed FPT of the sum
of a Wiener process and a positive linear drift. Finally, Potiron and Mykland
(2017) estimate the quadratic covariation between two local martingales.

In these examples, two natural questions remain. First, is there a process
that generates a given distribution? Second, what is the quadratic variation of
this process? With the use of the IFPT problem, we can prove the existence
and determine the quadratic variation of the stochastic process. Kikuchi, Li and
Potiron (2024) consider nonparametric estimation of the explicit solution in the
IFPT problem. In their empirical application to financial data, they find that
the quadratic variation is not linear. However, most of the literature focuses on
a standard Wiener process, which has by definition a linear quadratic variation.
This is the reason why we consider a continuous local martingale in this paper.

Explicit formulae of the boundary crossing probabilities mostly exist in the
case of a Wiener process. Doob (1949) (Equations (4.2)-(4.3), pp. 397-398) ob-
tains explicit formulae, based on elementary geometrical and analytical argu-
ments. Malmquist (1954) (Theorem 1, p. 526) gives an explicit formula condi-
tioned on the starting and final values of the Wiener process for a finite final
time. Anderson (1960) (Theorem 4.2, pp. 178-179) derives an explicit formula
conditioned on the final value of the Wiener process in the two-sided boundary
case with linear drift. Then, he integrates it with respect to the final value of the
Wiener process to get an explicit formula (Theorem 4.3, p. 180). For square root
boundaries, Breiman (1967) rewrites the problem as the FPT of an Ornstein-
Uhlenbeck process to a constant boundary. With the same technique, Daniels
(1969) derives an explicit formula. Nobile, Ricciardi and Sacerdote (1985) inves-
tigate the asymptotic behaviour of the FPT by an Ornstein—Uhlenbeck process
to a large constant boundary. Buonocore, Nobile and Ricciardi (1987), Giorno
et al. (1989) and Gutiérrez et al. (1997) consider approximations in the case of
a general diffusion. Wang and Pétzelberger (1997) and Novikov, Frishling and
Kordzakhia (1999) use piecewise-linear boundaries to approximate the general
boundaries. Kou and Wang (2003) derives, in the form of Laplace transform,
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the boundary crossing probabilities of a jump diffusion process with linear drift
to a constant boundary. Alili and Kyprianou (2005), Doney and Kyprianou
(2006) and Kyprianou, Pardo and Rivero (2010) study a link between the FPT,
last passage time, and overshoot above or below a fixed level of a Levy process.
Borovkov and Novikov (2008) find an explicit formula for the Laplace transform
of the FPT of a Levy-driven Ornstein—Uhlenbeck process to a two-sided con-
stant boundary. Potiron (2024+) derives non-explicit formulae of the FPT by a
Wiener process, which has a stochastic drift and random variance, to a stochas-
tic boundary. For the inverse IFPT problem, there is as far as the author knows
no related paper on it, since this is a new problem.

In this paper, we first derive an explicit formula for the one-sided and two-
sided boundary crossing probability of a continuous local martingale to a con-
stant boundary. We derive the results in two cases, i.e., (i) a nonrandom case
when the boundary is nonrandom constant and the quadratic variation of the
continuous local martingale is a nonrandom time-varying function and (ii) a
random case when the boundary is random constant and the quadratic varia-
tion of the continuous local martingale is a stochastic process. We also derive an
explicit solution of the IFPT problem. We consider the one-sided and two-sided
boundary with nonrandom and random cases. We also consider the case when
quadratic variation is absolutely continuous and the case when the quadratic
variation is not absolutely continuous.

We consider a continuous local martingale Z, and its quadratic variation
defined as (Z). We also consider two boundaries g and h. We focus on the
one-sided and two-sided boundary crossing probabilities, defined as follows

P7(t) = B swp Z,>g), 1)
0<s<t
Z = > i <h).
Pr(t) P(oili};tzs >gor ogifthS < h) (2)

These boundary crossing probabilities correspond to the probability that the
process Z crosses one of both boundaries between the starting time 0 and the
final time ¢t. To reexpress the IFPT problem, we can first reexpress Z as a
standard Wiener process, which is time-changed by the quadratic variation (7).
Then, we can focus on the following IFPT problem. We want to determine the
quadratic variation of Z, i.e., (Z), such that the FPT of Z to the boundary has
a given cdf F.

We consider a standard Wiener process W, its one-sided boundary crossing
probability P,V (t) and two-sided boundary crossing probability Pg%(t). We de-
fine the boundary crossing probabilities PgW (t) and Pg‘% (t) as a specification of
Equations (1)-(2) in the Wiener process case. We give first the explicit formula
for the boundary crossing probability in the one-sided nonrandom case. We ob-
tain that the boundary crossing probability of a continuous local martingale to
a constant boundary is equal to the boundary crossing probability of a standard
Wiener process, which is time changed by the martingale quadratic variation,
to a constant boundary. More specifically, we obtain that (see Theorem 1)

PZ(t) =P} ((Z)).



/First passage time and inverse problem 4

This explicit formula is obtained by an application of the Dambis, Dubins-
Schwarz theorem. The main elementary idea of the proof is the scale invariant
property of the time-changed Wiener process and thus the scale invariant prop-
erty of the FPT. This is due to the constancy of the boundary. In the two-sided
nonrandom case, we obtain that (see Theorem 2)

P7L(t) = Pyu((Z)e).

This explicit formula is also obtained by an application of the Dambis, Dubins-
Schwarz theorem. Indeed, the arguments used in the one-sided boundary case
extend directly to this two-sided boundary case.

To apply the Dambis, Dubins-Schwarz theorem in the one-sided random case,
the main elementary idea is to rewrite the FPT to a random boundary as an
equivalent FPT to a nonrandom boundary. This is obtained by dividing both the
stochastic process and the boundary by the boundary value, i.e., by considering
the new stochastic process as Y = % and the new boundary as 1. We also define
the set of functions which are nonrandom and nondecreasing from RT to RT
as P, and the cumulative distribution function (cdf) of (Y) as Fyy. We obtain
that (see Theorem 3)

PY(t) = / PY (30 dF v ()-
P

This is obtained by regular conditional probability, and using the explicit for-
mula obtained in the nonrandom case.

To apply the Dambis, Dubins-Schwarz theorem in the two-sided random case,
we cannot rewrite the FPT to a random two-sided boundary as an equivalent
FPT to a nonrandom two-sided boundary since there are two boundaries. How-
ever, we are able to adapt the arguments with a two-sided boundary. We define
the triplet of two boundaries and quadratic variation as u = (g, h, (Z)), and its
cdf as F,,. We also define the product of the boundaries and functions which are
nonrandom and nondecreasing from R™ to R as S = 7 x P. If we assume that
the stochastic process Z is independent from the two-sided boundary (g, h), we
obtain that (see Theorem 4)

P2, (1) = /S P\ (20)dFu (g0, ho, 2). 3)

This is also obtained by regular conditional probability, and using the explicit
formula obtained in the nonrandom case.

We also derive an explicit solution for the IFPT problem. We consider the
one-sided and two-sided boundary with nonrandom case and random case. We
also consider the explicit solution in the case when the quadratic variation is
absolutely continuous and in the case when the quadratic variation is not ab-
solutely continuous. The proofs are based on the use of the explicit formula of
boundary crossing probability (1)-(2), and elementary topological arguments.

We describe first the main results of the IFPT problem in the one-sided
nonrandom case. We first consider the case when the quadratic variation (Z) is
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absolutely continuous of the form (Z7), = f(f 0?7 sds. Then, we can also define
the pdf of F' as f, and focus on variance functions. We define the error function
and its inverse as erf(t) = % fg e~"*du and erfinv. We introduce the notation
h(t) = erfinv(l — F(t)). We obtain that the explicit solution of the variance
function is equal to (see Theorem 5)

o2, = f(@)

t,f — 2 3 _ 2
gz\/;h(t) e=h(®

In the case when the quadratic variation is not absolutely continuous, we obtain

that the explicit solution is equal to (see Theorem 6)

Lio<ry<1y-

2
F _ g
< >t W1{0<F(t)<1}'
We consider now the two-sided nonrandom case. When the quadratic variation

is absolutely continuous, we obtain that the explicit solution is equal to (see
Theorem 7)

2 _ f(t)
Otf = FEEI) - IF@)) HO<F(0<1}-

When the quadratic variation is not absolutely continuous, we obtain that the
explicit solution is equal to (see Theorem 8)

(ZF) = (P HF(1)ljo<r@<i}-

We consider now the one-sided random case, in which we define F' as the random
cdf. When the random quadratic variation is absolutely continuous of the form
(Y (w) = fot 02 ;(w)ds, we can define its random pdf as f. We introduce the
notation h(t,w) = erfinv(l — F(¢,w)). We obtain that the explicit solution is
equal to (see Theorem 9)

2 t,
(w) = 22\/?h(g;((d)§)e)—h(t,w)2 1{0<F(t,w)<1}~

When the random quadratic variation is not absolutely continuous, we obtain
that the explicit solution is equal to (see Theorem 10)

1
Yi(w) = W1{0<F(t,w)<1}-

We consider now the two-sided random case. When the random quadratic vari-
ation is absolutely continuous, we obtain that the explicit solution is equal to
(see Theorem 11)

2 (w) = f(t,w)

Ot,r %L((pgvzl)pr(t’w)))1{0<F(t,w)<1}-

When the random quadratic variation is not absolutely continuous, we obtain
that the explicit solution is equal to (see Theorem 12)

(Z7)w) = (P (F (W) o<r(tw)<1y-
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In what follows, we derive an explicit formula for the boundary crossing
probability in Section 2. We obtain an explicit solution for the IFPT problem
in Section 3. The proofs of the explicit formula are given in Appendix A. The
proofs of the explicit solution for the IFPT problem can be found in Appendix
B.

2. Explicit formula of boundary crossing probability

In this section, we derive an explicit formula for the one-sided and two-sided
boundary crossing probability (1)-(2) of a continuous local martingale in the
nonrandom case and random case.

2.1. One-sided nonrandom case

In this part, we consider the case when the one-sided boundary is nonrandom
constant, and the quadratic variation of the continuous local martingale is a
nonrandom time-varying function.

We consider the complete stochastic basis B = (Q,P, 3, F), where ¥ is a o-
field and F = (F})ser+ is a filtration. For A C R and B C R such that 0 € A,
we define the set of nonrandom constant functions as (A, B). We also define
the set of real positive numbers without 0 as R}. We first give the definition of
the set of boundary functions.

Definition 1. We define the set of boundary functions which are nonrandom,
constant and one-sided as G = K(RT,R,).

Since we consider constant boundary functions, we will abuse notation and
identify ¢ € G with g € R}. We consider an F-adapted continuous stochastic
process Z, started at 0. With these assumptions, we can even consider a process
which does not start from 0 and a boundary which is nonpositive, if they satisfy
Zy < g with a nonrandom Zjy. Then, we can reexpress the new process, started
at 0, as Z; — Zg for t > 0, and the new positive boundary as g — Zy,. We now
give the definition of the FPT.

Definition 2. We define the FPT of the process Z to a boundary g € G as
TZ =inf{t € R" s.t. Z; > g} for w € Q. (4)

We have that Z is a continuous and F-adapted stochastic process and inf{t €
R* st. Z, > g} = inf{t € Rt s.t. (t,Z;) € G}, where G = {(t,u) € RT x
R s.t. u > g} is a closed subset of R2. Thus, the FPT Tf is an JF-stopping
time by Theorem 1.1.27 (p. 7) in Jacod and Shiryaev (2003). We can rewrite the
boundary crossing probability PqZ as the cdf of TgZ , le.,

Zipy _ z
Py (t) =P(Ty <t) fort >0. (5)
If the cdf is absolutely continuous, we can also define its pdf ng :RT - Rt as

dPZ(t)
THONE

for t > 0 a.e.. (6)
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We consider an F-adapted standard Wiener process W. We define the standard
normal cdf as

O(t) = /_Oo \/12?637]?( - %)du for t € R. (7)

We first consider the case when the stochastic process is a standard Wiener
process, i.e., when Z; = W, for t € RT. The next lemma gives an explicit formula
of PgZ and ng , e.g., Levy distribution, which are known results by integrating
the explicit formula conditioned on the final value of the Wiener process (see
Malmquist (1954), p. 526) with respect to the Wiener process final value (see
Wang and Potzelberger (1997), Equations (3), p. 55).

Lemma 1. We obtain a Levy distribution with P}¥ (0) =0, f}¥(0) =0,

PVt = 1—@(\%>+¢(7§> fort >0, 8)

) = \/297?@; fort > 0. ()

The explicit formula in the one-sided nonrandom case, i.e., Theorem 1, states
that the boundary crossing probability of a continuous local martingale to a
constant boundary is equal to the boundary crossing probability of a standard
Wiener process, which is time-changed by the martingale quadratic variation,
to a constant boundary. We get a time-changed Levy cdf. This is obtained by
an application of the Dambis, Dubins-Schwarz theorem for continuous local
martingale (see, Revuz and Yor (2013), Th. V.1.6). Accordingly, we provide the
assumption on the continuous local martingale which is required to apply the
Dambis, Dubins-Schwarz theorem.

Assumption 1. We assume that Z is a continuous F-adapted local martingale
with nonrandom quadratic variation (Z) and such that Zy = 0 a.s. and (Z)s =
00 a.8..

For a function h : R*Y — R* a — h(a), and A C RT, we define the restriction
of h to A as h [4 such that h [4: A — RT, a + h(a). For a function h : RT —
R*, a — h(a), and A C RT, we define the restriction of h to A as h |4 such
that h [4: A = R*, a— h(a). For a measurable AC RT andp e R, p > 1, we
define the set of p-integrable, and nonrandom functions as

L,(A) = {h:A— R" measurable s.t. / |h(z)|P dz < +o00}.
A

For a measurable A C RT and p € R, p > 1, we define the set of locally
p-integrable and nonrandom functions as

Lpioc(4) = {h:A— RT measurable s.t.
h k€ L,(K) VK C A, K compact}.
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Ezample 1. We can consider a continuous F-Ito6 process with no trend, i.e.,
t
Zy = / osdWy for t > 0. (10)
0

Here, the standard deviation ¢ : Rt — R¥ is a nonrandom function. If we
assume that o € Lo joc(RT), then Z is an F-local martingale with nonrandom
quadratic variation (Z); = fot o2du by Theorem 1.4.40 (p. 48) in Jacod and
Shiryaev (2003). If we further assume that the variance integral satisfies a.s.
f(f o2du — 0o as t — 0o, we have that Z satisfies Assumption 1.

We state Theorem 1 in what follows.

Theorem 1. Under Assumption 1, we have that
PZ(t) = PY((Z):) fort>0. (11)

As a corollary, we obtain the pdf from the FPT in the one-sided nonrandom
case if we assume that the quadratic variation is absolutely continuous. Then,
there exists a derivative, which we define as (Z)} for t > 0 a.e..

Corollary 1. Under Assumption 1 and if we assume that the quadratic varia-
tion (Z) is absolutely continuous on R, we have that

X0 = (DY (20) fort >0 ae. (12)

2.2. Two-sided nonrandom case

In this part, we consider the case when the two-sided boundary is nonrandom
constant, and the quadratic variation of the continuous local martingale is a
nonrandom time-varying function.

We first give the definition of the set of boundary functions.

Definition 3. We define the set of boundary functions which are nonrandom,
constant and two-sided as H = K(RT,R) x L(RT,R;).

We consider an F-adapted continuous stochastic process Z, started at O.
With these assumptions, we can even consider a process which does not start
from 0 and boundaries which are nonpositive and nonnegative, if they satisfy
h < Zy < g with a nonrandom Z,. Then, we can reexpress the new process,
started at 0, as Zy — Z for ¢ > 0, the new positive boundary as g — Zy, and the
new negative boundary as h — Zy. We now give the definition of the FPT.

Definition 4. We define the FPT of the process Z to a boundary (g,h) € H as
TgZJL =inf{t € R" s.t. Z; > g or Z; < h} for w € Q. (13)
We have that Z is a continuous and F-adapted stochastic process and inf{t¢ €

R st. Z, > gor Zy < h} = inf{t € RT s.t. (¢,Z;) € G}, where G = {(t,u) €
RT x Rs.t. u > goru<h}isa closed subset of R%. Thus, the FPT TgZ is an
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F-stopping time by Theorem 1.1.27 (p. 7) in Jacod and Shiryaev (2003). We
can rewrite the boundary crossing probability PgZ, 5, as the cdf of Ti hy 1€,

PZ,(t) =P(TZ, <t) for t > 0. (14)

If the cdf is absolutely continuous, we can also define its pdf f f p i RT = RT as

dPZ,(t
) = %() for t >0 a.e.. (15)
We define ss; (v, w) as
o~ w—v+2k
ss¢ (v, w) = Z w—v+t W —(w—v+2kw)? /2t (16)

V2mt3/2?

for 0 < v < w.

k=—o00

We first consider the case when the stochastic process is a standard Wiener
process, i.e., when Z; = W, for t € R™. The next lemma gives an explicit formula
of PgZ, 5, and f gZ ,, Which are respectively known results from Theorem 4.3 (p. 180)
in Anderson (1960).

Lemma 2. We obtain that P;ZL(O) =0, %(O) =0,

oo

Ph) = S (4— (17)

k=—o0

20 <_h+2\%g_h)) — 2% <g+26§_h)>> fort >0,

fWh(t) = ss¢(9,9—h)+ss;(—h,g—h) fort>0. (18)

The explicit formula in the two-sided nonrandom case, i.e., Theorem 2, is
obtained by an application of the Dambis, Dubins-Schwarz theorem. Indeed,
the arguments used in the one-sided boundary case extend directly to this two-
sided boundary case.

Theorem 2. Under Assumption 1, we have that
P2 (t) = PlN((Z):) fort>0. (19)

As a corollary, we obtain the pdf from the FPT of a continuous local mar-
tingale to a constant boundary if we assume that the quadratic variation is
absolutely continuous.

Corollary 2. Under Assumption 1 and if we assume that the quadratic varia-
tion (Z) is absolutely continuous on R, we have that

X)) = (D) S ((Z)e) fort >0 ae. (20)
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2.3. One-sided random case

In this part, we consider the case when the one-sided boundary is random
constant, and the quadratic variation of the continuous local martingale is a
stochastic process.

We first give the definition of the set of boundary functions.

Definition 5. We define the set of boundary functions which are random, con-
stant, one-sided and F-adapted as Z = {R* x Q — R such that for g € Z and
w € Q we have g(w) € G}.

We consider an F-adapted continuous stochastic process Z, started at O.
With these assumptions, we can even consider a process which does not start
from 0 and a boundary which is nonpositive, if they satisfy P(Zy < g) = 1.
Then, we can reexpress the new process, started at 0, as Z; — Z, for t > 0 a.s.,
and the new positive boundary as g — Zj a.s.. We now give the definition of the
FPT.

Definition 6. We define the FPT of the process Z to a boundary g € 7 as

TZ =inf{t € R" s.t. Z, > g} (21)

We have that Z/g is a continuous and F-adapted stochastic process and
inf{t € R* s.t. Z; > g} = inf{t € RT s.t. (t,Z:/g) € G}, where G = {(t,u) €
RT xR s.t. u > 1} is a closed subset of R%. Thus, the FPT TgZ is an F-stopping
time by Theorem 1.1.27 (p. 7) in Jacod and Shiryaev (2003). We can rewrite the
boundary crossing probability PZ as the cdf of TZ, i.e.,

z z
PZ(t) = P(T? < 1) for t > 0. (22)
If the cdf is absolutely continuous, we can also define its pdf fZ : Rt — R* as

dPZ(t)
o = —Z

for t > 0 a.e.. (23)

The explicit formula in the one-sided random case, i.e., Theorem 3, is obtained
by an application of the Dambis, Dubins-Schwarz theorem. To apply the theorem
in the random case, the main elementary idea is to rewrite the FPT to a random
boundary as an equivalent FPT to a nonrandom boundary. This is obtained by
dividing both the stochastic process and the boundary by the boundary value.
More specifically, if we define the new process as Y = % and the new boundary
as 1, we observe that the FPT (21) may be rewritten as

TZ =Ty . (24)

Assumption 2. We assume that Y is a continuous F-local martingale with ran-

dom quadratic variation (Y) and such that Yo = 0 a.s. and (V) = o0 a.s..
For a stochastic process h : RT x Q — RT, a — h(a), and A C RT x Q, we

define the restriction of h to A as h |4 such that h [4: A — RT, a — h(a).
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For A C RT x Q measurable and p € R, p > 1, we define the set of stochastic
processes which are p-integrable as

L,(A) = {h:A— R" measurable s.t. / \h(z)[P dz < 400}
A

For A C Rt x Q measurable and p € R, p > 1, we define the set of stochastic
processes which are locally p-integrable as

Lpioc(A) = {h : A = RT measurable s.t.
hike Ly(K)VK C A, K compact}.

Ezample 2. We can consider a continuous JF-It6 process with no trend, i.e.
t
Y; = / osdWy for t > 0. (25)
0

Here, 0 : RT x @ — R™ is an F-predictable process such that the integral
defined in Equation (25) is well-defined. If we assume that o € L joc(RT x ),
then Y is a local martingale with random quadratic variation (Y); = fg o2du
by Theorem 1.4.40 (p. 48) in Jacod and Shiryaev (2003). If we further assume
that the variance integral satisfies a.s. fg o2du — 0o as t — oo, we have that Y’
satisfies Assumption 2.

We define the set of functions which are nonrandom and nondecreasing from
R* to R* as P. When seen as a function of w, the arrival space of (Y) is P.
We define the distribution of (Y) as F(yy. We get P{” in the next theorem by
regular conditional probability, and using the explicit formula obtained in the
nonrandom case.

In what follows, we state Theorem 3.

Theorem 3. Under Assumption 2, we have that

PYW) = [ PV ()P ) fort=0. (26)
P

As a corollary, we obtain the pdf from the FPT of a continuous local mar-
tingale to a constant boundary if we assume that the quadratic variation (V') is
absolutely continuous a.s.. Then, there exists derivatives to (Y) = y, which we
define as y; for t > 0 a.e. a.s..

Corollary 3. Under Assumption 2 and if we assume that the quadratic varia-
tion (Y') is absolutely continuous on R™ a.s., we have that

) = /P YL FY (90)dFyy (y) for t > 0 ace.. (27)
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2.4. Two-sided random case

In this part, we consider the case when the two-sided boundary is random and
constant, and the quadratic variation of the continuous local martingale is a
stochastic process.

Definition 7. We define the set of boundary functions which are random, con-
stant, two-sided and F-adapted as J = {RT x Q@ — R} x R, such that for
(9,h) € J and w € Q we have g(w) € G and —h(w) € G}.

We consider an F-adapted continuous stochastic process Z, started at O.
With these assumptions, we can even consider a process which does not start
from 0 and boundaries which are nonpositive and nonnegative, if they satisfy
P(h < Zy < g) = 1. Then, we can reexpress the new process, started at 0, as
Zy — Zy for t > 0 a.s., the new positive boundary as g — Z; a.s., and the new
negative boundary as h — Zj a.s..

Definition 8. We define the FPT of the process Z to a boundary (g,h) € J as
TZ, =inf{t e RY s.t. Z, > g or Z, < h}. (28)

We can rewrite Tf,h as the infimum of two F-stopping times, i.e., Tf,h =
inf(TgZ,Tif). Thus, it is an F-stopping time. We can rewrite the boundary
crossing probability PgZJL as the cdf of Tih, ie.,

PZ,(t) =P(T7, <t) for t > 0. (29)
If the cdf is absolutely continuous, we can also define its pdf f gZ’ , i RT — RT as

dPZ, (t

() = T() (30)
The explicit formula in the one-sided random case, i.e., Theorem 4, is obtained
by an application of the Dambis, Dubins-Schwarz theorem. To apply the theorem
in the two-bounded random case, we cannot rewrite the FPT to a random two-
sided boundary as an equivalent FPT to a nonrandom two-sided boundary since
there are two boundaries. However, we are able to adapt the arguments with a
two-sided boundary.

Assumption 3. We assume that Z is a continuous F-local martingale with ran-
dom quadratic variation (Z) and such that Zy = 0 a.s. and (Z), = o0 a.s..

We define the triplet of two boundaries and quadratic variation as u =
(9, h,(Z)), and its cdf as F,,. We also define the product of the boundaries and
functions which are nonrandom and nondecreasing from Rt to Rt as S = J xP.
We get Pj ;, in the next theorem by regular conditional probability, and using
the explicit formula obtained in the nonrandom case.

We state Theorem 4 in what follows.
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Theorem 4. Under Assumption 3, we have that

P2 (1) = /S PV, (2)dF, (g0, ho. z) for t > 0. (31)

As a corollary, we obtain the pdf from the FPT of a continuous local mar-
tingale to a constant boundary if we assume that the quadratic variation (Z) is
absolutely continuous a.s.. Then, there exists derivatives to (Z) = z, which we
define as z; for t > 0 a.e. a.s..

Corollary 4. Under Assumption 3 and if we assume that the quadratic varia-
tion (Z) is absolutely continuous on R* a.s., we have that

gZJL(t) = /Szflff;(l;ho (2¢)dFy(go, ho, z) for t >0 a.e.. (32)

3. Explicit solution of the IFPT problem

In this section, we derive an explicit solution of the IFPT problem for the one-
sided and two-sided boundary and in the nonrandom case and random case.

3.1. One-sided nonrandom case

In this part, we consider the case when the one-sided boundary is nonrandom
constant, and the quadratic variation of the continuous local martingale is a
nonrandom time-varying function.

8.1.1. Case when the quadratic variation is absolutely continuous

To define the IFPT problem, we first introduce the set of cdfs. Since the stochas-
tic process Z is continuous and thus its quadratic variation (Z) is also continu-
ous, we accordingly consider the set of continuous cdfs.

Definition 9. A function F : RT — [0,1] is a cdf if F is nondecreasing, contin-
uous, and satisfies F'(0) = 0 and tlim F(t)=1.

Since we consider the particular case when the quadratic variation (Z) is
absolutely continuous, we restrict to the set of absolutely continuous cdfs. Then,
we can also define the pdf of F as f : Rt — R*, which satisfies

F(t) = /075 f(s)ds for t > 0. (33)

The IFPT problem determines the increasing function such that the FPT of
a standard Wiener process, which is time changed by this increasing function,
to the boundary has a given cdf of the form (33). Since we consider increasing
functions which are absolutely continuous, we can focus on variance functions.
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Definition 10. For a given pdf f, we say that a variance function JJ% Rt - RT
which is the quadratic variation derivative a.e. of a continuous local martingale
Z1 ie.,

t
<Zf>t = /0 Ug’fds for t > 0, (34)

is solution if it satisfies
z7t _
Pg (t) = F(t) fort>0. (35)

Equation (34) in Definition 10 implicitly requires the existence of a continuous
local martingale with quadratic variation f(f 037 sds. This existence can be shown
with It6 processes considered in Example 1.

We define the infimum time such that F' is positive and the infimum time
such that F' equals unity as

K,
Ky

inf{t > 0 such that F(¢t) > 0} and (36)
inf{t > 0 such that F(t) = 1}. (37)

Let us give a set of assumptions sufficient to obtain the explicit solution of the
IFPT problem.

Assumption 4. We assume that there exists n% > 0 s.t. the explicit solution of
the IFPT problem is locally integrable on [K%, K% + n%], i.e.,

O'sz [[K%,K%-{-n%]e Ll,loc([Kg‘v K% + 77%}) (38)

Moreover, we assume that K is not finite.

We define the error function and its inverse as

2 ¢ 2
erf(t) = —/ e " du for t € R, 39
(t) N (39)
erf(erfinv(t)) = ¢forte (—1,1). (40)

We introduce the notation h(t) = erfinv(l — F(t)). We now give the explicit
solution of the IFPT problem in Theorem 5. The proof is based on an application
of Theorem 1, and the use of elementary topological arguments.

Theorem 5. Under Assumption 4, the variance function, defined as

Uf2,f = W1{0<F(ﬂ<l} fOT t Z 0, (41)

1s the explicit solution of the IFPT problem.

8.1.2. Case when the quadratic variation is not absolutely continuous

By Equation (11) from Theorem 1, we have that P/ (t) = PgW(<Z>t) for t > 0.
We first give the definition of a solution in the IFPT problem.
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Definition 11. For a given cdf F', we say that a nonrandom nondecreasing func-
tion vp : Rt — R* which is the quadratic variation of a continuous local
martingale ZF, i.e.,

(ZFy, = wp(t) for t >0, (42)
is solution if it satisfies
ZF
Py (t) = F(t)fort>0. (43)

Equation (42) in Definition 11 implicitly implies the existence of a continu-
ous local martingale with quadratic variation vg. This is true since a standard
Wiener process, which is time-changed by ”FT(t)
ation.

Let us give an assumption sufficient to obtain the explicit solution of the
IFPT problem.

Assumption 5. We assume that K}, is not finite.

, will have vg as quadratic vari-

We now give the explicit solution of the IFPT problem in Theorem 6. The
proof is based on an application of Theorem 1, and the use of elementary anal-
ysis.

Theorem 6. Under Assumption 5, the function defined as
2
UF(t) = 2}?7)21{0<F(t)<1} fO’]" t> 0. (44)

18 the explicit solution of the IFPT problem.

3.2. Two-sided nonrandom case

In this part, we consider the case when the two-sided boundary is nonrandom
constant, and the quadratic variation of the continuous local martingale is a
nonrandom time-varying function.

3.2.1. Case when the quadratic variation is absolutely continuous

We give the definition of a solution in the IFPT problem.

Definition 12. For a given pdf f, we say that a variance function O'J% :RT - RT
which is the quadratic variation derivative a.e. of a continuous local martingale
Zf e,

t
(zh, = / crifds for t >0, (45)
0
is solution if it satisfies
PZi(t) = F(t) fort > 0. (46)
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Let us give a set of assumptions sufficient to obtain the explicit solution of
the IFPT problem.

Assumption 6. We assume that the explicit solution of the IFPT problem is
locally integrable in K%, i.e., there exists 7% > 0 s.t.

o7 N1k9x9+n21 € L1 ([Kp, Ko + %)) (47)
Moreover, we also assume that K}; is not finite.
We now give the explicit solution of the IFPT problem in Theorem 7.
Theorem 7. Under Assumption 6, the variance function, defined as

2 _ f(t)
Tur = TR Em) Ho<rm<ty fort 20, (48)

is the explicit solution of the IFPT problem.

8.2.2. Case when the quadratic variation is not absolutely continuous

We first give the definition of a solution in the IFPT problem.

Definition 13. For a given cdf F', we say that a nonrandom nondecreasing func-
tion vp : Rt — R* which is the quadratic variation of a continuous local
martingale ZF, i.e.,

(ZzFy, = wp(t) fort >0, (49)
is solution if it satisfies
PZ, () = F(t) fort > 0. (50)

We now give the explicit solution of the IFPT problem in Theorem 8.
Theorem 8. Under Assumption 5, the function, defined as

vp(t) = (P)~HEFM)jocr@<ry  fort =0, (51)

18 the explicit solution of the IFPT problem.

3.3. One-sided random case

In this part, we consider the case when the one-sided boundary is random
constant, and the quadratic variation of the continuous local martingale is a
stochastic process.
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3.3.1. Case when the quadratic variation is absolutely continuous

To define the IFPT problem, we introduce the set of random cdfs. Since the
stochastic process Y has its quadratic variation (Y') which is continuous and
random, we accordingly consider the set of random continuous cdfs.

Definition 14. A function F : RT x Q — [0,1] is a random survival cdf if F(w)

is nondecreasing, continuous, and satisfies F'(0,w) = 0 and tlim F(t,w) =1 for
— 00

we .

Since the quadratic variation (Y') is a stochastic process which is absolutely
continuous, we restrict to the set of random absolutely continuous cdfs.

Definition 15. A function f : RT x @ — R¥ is a random pdf if it satifies
t
F(t,w) = / f(s,w)ds for t > 0 and w € . (52)
0

We define the regular conditional cdf of TZ as PZ(|w). We give the definition
of a solution in the IFPT problem. Since the quadratic variation is a stochastic
process which is absolutely continuous, we can focus on variances which are a
stochastic process.

Definition 16. For a given random pdf f, we say that a variance process O'J% :
Rt x Q — RT which is the quadratic variation derivative a.e. of a continuous
local martingale Y/, i.e.,

t
YH(w) = /0 ogﬁf(w)ds fort > 0 and w € Q, (53)

is solution if it satisfies
PIYF (tlw) = F(t,w) fort >0 and w € Q. (54)

Equation (53) in Definition 16 implicitly requires the existence of a continuous
local martingale with random quadratic variation fg ai sds. This existence can
be shown with It6 processes considered in Example 2.

Let us give a set of assumptions sufficient to obtain the explicit solution of
the IFPT problem.

Assumption 7. We assume that the explicit solution is locally integrable on
Rt x Q, i.e.,
07 € L1i0c(RT x Q). (55)

Moreover, we also assume that K}, is not finite.
We introduce the notation h(t,w) = erfinv(l — F(t,w)). We now give the
explicit solution of the IFPT problem in Theorem 9.

Theorem 9. Under Assumption 7, the variance process, defined as

o7 j(w) = zth(zs)’?e)_m,w)z lio<rtwy<1y fort>0andw € Q. (56)

1s the explicit solution of the IFPT problem.
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3.3.2. Case when the quadratic variation is not absolutely continuous

We first give the definition of a solution in the IFPT problem.

Definition 17. For a given random cdf F', we say that a nondecreasing stochastic
process v : RT x Q — RT which is the quadratic variation of a continuous local
martingale Y¥', i.e.,

Y¥)(w) = wvp(t,w)fort>0andweQ, (57)
is solution if it satisfies
PIYF (tlw) = F(t,w) fort >0 and w € Q. (58)

Equation (57) in Definition 17 implicitly implies the existence of a continu-

ous local martingale with quadratic variation vr. This is true since a standard
vr(t)

Wiener process, which is time-changed by —5

ation.
For w € Q, we define the infimum time such that F(¢,w) is positive and the
infimum time such that F(¢,w) equals unity as

, will have vp as quadratic vari-

Kp(w)
Kp(w)

inf{t > 0 such that F(¢,w) > 0} and (59)
inf{¢ > 0 such that F(¢,w) = 1}. (60)

Let us give an assumption sufficient to obtain the explicit solution of the IFPT
problem.

Assumption 8. We assume that K} (w) is not finite for w € Q.
We now give the explicit solution of the IFPT problem in Theorem 10.

Theorem 10. Under Assumption 8, the stochastic process, defined as
vp(t,w) = W1{0<F(t’w)<1} fort >0 and w € Q, (61)

1s the explicit solution of the IFPT problem.

3.4. Two-sided random case
In this part, we consider the case when the two-sided boundary is random

constant, and the quadratic variation of the continuous local martingale is a
stochastic process.

8.4.1. Case when the quadratic variation is absolutely continuous

We define the regular conditional cdf of Ti 5 as PgZ, 5 (Jw). We give the definition
of a solution in the IFPT problem.
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Definition 18. For a given random pdf f, we say that a variance process 0120 :
Rt x Q — RT which is the quadratic variation derivative a.e. of a continuous
local martingale Z7, i.e.,

t
(ZN(w) = /o 02 j(w)ds for t > 0 and w € 9, (62)

is solution if it satisfies
Pffj (tlw) = F(t,w) fort>0and we Q. (63)

Equation (62) in Definition 18 implicitly requires the existence of a continuous

local martingale with random quadratic variation fot o sds. This is true since
we can consider It6 processes from Example 2.
We now give the explicit solution of the IFPT problem in Theorem 11.

Theorem 11. Under Assumption 7, the variance process, defined as

02 (w) — f(tvw) 1
t,f f%((P%)_l(F(t,w))) {0<F(t,w)<1}

(64)
fort >0 and w € Q,

1s the explicit solution of the IFPT problem.

8.4.2. Case when the quadratic variation is not absolutely continuous

We first give the definition of a solution in the IFPT problem.

Definition 19. For a given random cdf F', we say that a nondecreasing stochastic
process vg : RT x Q — RT which is the quadratic variation of a continuous local
martingale ZF, i.e.,

(ZF)(w) = wp(t,w)fort>0andw e Q, (65)
is solution if it satisfies

PZ ({lw) = F(t,w)fort>0andw e Q. (66)

g,h

Equation (65) in Definition 19 implicitly implies the existence of a continu-
ous local martingale with quadratic variation vr. This is true since a standard

Wiener process, which is time-changed by v%(t), will have v as quadratic vari-

ation.
We now give the explicit solution of the IFPT problem in Theorem 12.

Theorem 12. Under Assumption 8, the stochastic process, defined as
vp(t,w) = (PY)"HF(tw)ocrtw<1y  fort>0andweQ, (67)

1s the explicit solution of the IFPT problem.
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Appendix A: Proofs of the explicit formula

In this section, we prove the explicit formula for the one-sided and two-sided
boundary crossing probability (1)-(2) of a continuous local martingale in the
nonrandom case and random case.

A.1. One-sided nonrandom case

We start with the proof of Lemma 1, which are well-known results from Malmquist
(1954) (Theorem 1, p. 526) and Wang and Pétzelberger (1997) (Equations (3),
p. 55).

Proof of Lemma 1. By Malmquist (1954) (Theorem 1, p. 526), we have that
the probability that a standard Wiener process crosses a constant boundary g
conditioned on its final value x at the final time ¢ is given by

29(9 — )
B(TZ < W, =) = exp (= LL)110cy) + Lan) (68)
for z € R. Wang and Pétzelberger (1997) (Equations (3), p. 55) integrate Equa-
tion (68) with respect to the Wiener process final value s and derive the cdf as
P}V (0) = 0 and Equation (8). Then, we can deduce the pdf for ¢ > 0 as

W
!J

(1- @(i%@(ﬁ))
dt (1 /:r _d“/: = ”)

9

_ge =
2rt3’

3 () =

d
dt
a
dt
_4

M)

where we use Equation (6) in the first equality, Equation (8) in the second
equality, Equation (7) in the third equality, the fundamental theorem of calculus
with the chain rule in the fourth equality. We have thus shown Equation (9). O

We define the inverse function of the quadratic variation for ¢ > 0 and w € Q)
as

(Z);7' =inf{s > 0s.t. (Z), > t}.

We also define the canonical filtration of a stochastic process Z as FZ =
o(Z(C),C € B(RY),C c [0,t]) for t > 0, where B(RT) is the Borel o-field
generated by the open sets of RT. Finally, we define the process Z, which is
time changed by its quadratic variation inverse, as By = Z () for t > 0 and
w € 2. The following lemma states that B is a Wiener process. This is obtained
by a direct application of the Dambis, Dubins-Schwarz theorem for continuous
local martingale (see Revuz and Yor (2013), Th. V.1.6).
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Lemma 3. Under Assumption 1, we have that B is a F2-Wiener process and
Zy = Bz, fort >0 a.s.. (69)

Proof of Lemma 3. This is obtained by a direct application of the Dambis,
Dubins-Schwarz theorem for continuous local martingale (see Revuz and Yor
(2013), Th. V.1.6) with Assumption 1. O

We introduce Proposition 1 in what follows. It states that the FPT of Z and
B are equal, if we make a time change equal to the quadratic variation of Z.
The main elementary idea of the proof is the scale invariant property of the
time-changed Wiener process and thus the scale invariant property of the FPT.
This is due to the constancy of the boundary.

Proposition 1. Under Assumption 1, we have that
{TZ =t} = {T7=(2Z)} fort>0 as. (70)
Proof of Proposition 1. We have that for ¢ > 0 a.s.
{TZ7 =t} = {inf{s>0st. Z,>g} =t}
= {inf{s >0s.t. Bz, > g} = t}, (71)

where we use Equation (4) in the first equality, and Equation (69) from Lemma
3 with Assumption 1 in the second equality. Since B is a FZ-Wiener process,
W is an F-Wiener process and the boundary is constant, we can make a time
change equal to the quadratic variation (Z); and obtain that

{inf{s > 0s.t. Bz, > g} =t} ={inf{s > 0s.t. By > g} = (Z),}. (72
Then, we can calculate by Equation (4) that

{inf{s >0s.t. B > g} =(Z),} = {T2 =(Z)}. (73)

By Equations (71), (72) and (73), we can deduce Equation (70). O

In what follows, we give the proof of Theorem 1. The proof is mainly based
on Proposition 1.

Proof of Theorem 1. We have that for t > 0
z z
Pr(1) P(Ty <t)
]P’(inf{s >0st. Zs>g}r < t)
= P(inf{s > 0s.t. Bz, > g} <t), (74)

where we use Equation (5) in the first equality, Equation (4) in the second
equality, and Equation (69) from Lemma 3 with Assumption 1 in the third
equality. By Lemma 1 with Assumption 1, we obtain that for ¢ > 0

P(inf{s >0s.t. By, > g} < t) = P(inf{s >0st. Bs>g} < <Z>t). (75)
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Then, we can calculate that for ¢ > 0

P(inf{s >0st. Bs>g} < (Z>t) = P(inf{s >0st. Wy >g} < <Z>t)
)
= P ((2)). (76)

Here, we use the fact that B and W have the same distribution in the first
equality, Equation (4) in the second equality, and Equation (5) in the third
equality. By Equations (74), (75) and (76), we can deduce Equation (11). O

Finally, we give the proof of Corollary 1.
Proof of Corollary 1. We have for t > 0 a.e.

AP, (t)
dt
APy ((Z)))
dt
= (D)1 ((Z)).

where we use Equation (6) in the first equality, Equation (11) from Theorem
1 with Assumption 1 in the second equality, and the fundamental theorem of
calculus with the chain rule and the assumption that the quadratic variation
(Z) is absolutely continuous on R in the third equality. O

fo ()

A.2. Two-sided nonrandom case

We start with the proof of Lemma 2, which is well-known results from Anderson
(1960) (Theorem 4.3, p. 180).

Proof of Lemma 2. Equation (18) is a more compact form of Theorem 4.3 (p.
180) in Anderson (1960). Then, we derive the integral of ss(v,w) for 0 < v < w
as

¢ 00 t
w— v+ 2kw 3/9 —(w—vt2kw)? /2
ssg(v,w)dr = E ——— | 2732 (wmvd2kw) 2 g
/0 it V2m 0

S (). w

k=—o00

where we use Equation (16) in the first equality. Then, we can obtain P;‘%(O) =0
and Equation (17) by integrating Equation (18) with the use of Equation (77)
for ¢t > 0. O

We introduce Proposition 2 in what follows. It states that the FPT of Z and
B are equal, if we make a time change equal to the quadratic variation of Z.
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Proposition 2. Under Assumption 1, we have that
{Tih:t} = {Tih: (Z)i} fort >0 a.s.. (78)
Proof of Proposition 2. We have that for ¢t > 0 a.s.
{17, =t} = {inf{s>0st. Z,>gor Z,<h} =t}
= {inf{s > 0s.t. Biz, >gor Bz, <h}=t}, (79

where we use Equation (13) in the first equality, and Equation (69) from Lemma
3 with Assumption 1 in the second equality. Since B is a FZ-Wiener process,
W is an F-Wiener process and the boundary is constant, we can make a time
change equal to the quadratic variation (Z); and obtain that

{inf{s > 0 s.t. Bz, > gor Bz, <h}=t} (80)
= {inf{s > 0s.t. B, > g or By < h} = (Z),}.
Then, we can calculate by Equation (13) that
{inf{s >0st. By >gor B;<h}=(Z),} = {Tﬁh =(Z)}. (81)
By Equations (79), (80) and (81), we can deduce Equation (78). O
In what follows, we give the proof of Theorem 2.

Proof of Theorem 2. We have that for t > 0

Ph(t) = P(Ty, <t)
= P(inf{s >0st. Zs>gor Zg <h} < t)
= P(inf{s > 0s.t. Bz, >gor Bz, <h}<t), (82)
where we use Equation (14) in the first equality, Equation (13) in the second

equality, and Equation (69) from Lemma 3 with Assumption 1 in the third
equality. By Lemma 2 with Assumption 1, we obtain that

P(inf{s >0s.t. By, >gor By, <h}< t) (83)
= P(inf{s >0st. Bs>gor B; <h} < (Z)t).
Then, we can calculate that
P(inf{s >0s.t. Bs>gor B; <h} < <Z>t)
- ]P’(inf{s >0 5.t Wy > gor Wy <h} < <Z>t>
= P(TZ,Vh < <Z>t)7
= PL((2)), (84)

where we use the fact that B and W have the same distribution in the second
equality, Equation (13) in the third equality, and Equation (14) in the fourth
equality. By Equations (82), (83) and (84), we can deduce Equation (19). O
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Finally, we give the proof of Corollary 2.
Proof of Corollary 2. We have for t > 0 a.e.

X (1) = APy, (t)
g:h dt

d(P}Y,((Z)1))
dt
= (2D (2)),

where we use Equation (15) in the first equality, Equation (19) from Theorem
2 with Assumption 1 in the second equality, and the fundamental theorem of
calculus with the chain rule and the assumption that the quadratic variation
(Z) is absolutely continuous on R* in the third equality. O

A.3. One-sided random case

We define the inverse function of the quadratic variation for ¢ > 0 and w € Q) as
(V)P =inf{s > 0s.t. (Y), >t}

Finally, we define the process Y, which is time changed by its quadratic variation
inverse, as B; = Y<Y>;1 for t > 0 and w € 2. The following lemma states that
B is a Wiener process.

Lemma 4. Under Assumption 2, we have that B is a FB-Wiener process and
Y; = Byy, fort >0 a.s.. (85)

Proof of Lemma 4. This is obtained by a direct application of the Dambis,
Dubins-Schwarz theorem for continuous local martingale (see Revuz and Yor
(2013), Th. V.1.6) with Assumption 2. O

We introduce Proposition 3 in what follows. The main elementary idea of
the proof is the scale invariant property of the time-changed Wiener process
and thus the scale invariant property of the FPT which adapts to the one-sided
random case by using the new process.

Proposition 3. Under Assumption 2, we have that
{TY =t} = {TP=(Y):} fort>0 as. (86)
Proof of Proposition 3. We have that for ¢t > 0 a.s.

{TY =t} = {inf{s>0st. Y, >1} =t}
= {inf{s > 0s.t. Byyy, > 1} =t}, (87)

where we use Equation (21) in the first equality, and Equation (85) from Lemma
4 with Assumption 2 in the second equality. Since B is a FZ-Wiener process,
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W is an F-Wiener process and the boundary is constant, we can make a time
change equal to the quadratic variation (Y'); and obtain that

{inf{s > 0 s.t. By, > 1} =t} (88)
= {inf{s > 0s.t. B, > 1} = (V) }.
Then, we can calculate by Equation (21) that
{inf{s >0st. B, > 1} =(Y),} = {Tf=(Y)}. (89)
By Equations (87), (88) and (89), we can deduce Equation (86). O

In what follows, we give the proof of Theorem 3. The proof is mainly based
on Proposition 3. We get P} in the proof of Theorem 3 by regular conditional
probability, and using the explicit formula obtained in the nonrandom case.

Proof of Theorem 3. We have that for t > 0
PY(H) = B(TY <1)

P(TY < t[(Y) = y)dFyy(y)

T3

P(inf{s > 0 s.t. Y, > 1} <t[(Y) = y)dFyy(y)

/ P(inf{s > 0 s.t. By, > 1} < £)dFyyy (y), (90)
P

where we use Equation (22) in the first equality, regular conditional probability
in the second equality, Equation (21) in the third equality, and Equation (85)
in the fourth equality. By Lemma 3 with Assumption 2, we obtain that

/ P(inf{s > 0 s.t. By, > 1} <t)dFyy(y) (91)
P

= / P(inf{s >0st. By >1} < yt)dF(y)(y).
P

Then, we can calculate that
/ IP’(inf{s >0st. By >1} < yt)dF<y> (y)
P

= / P(inf{s > 0 s.t. W, > 1} < y)dF iy (y)
P

/P P(TY < y0)dF vy (y)

/7)P1W(yt)dF<Y>(y), (92)

where we use the fact that B and W have the same distribution in the first
equality, Equation (21) in the second equality, and Equation (22) in the third
equality. By Equations (90), (91) and (92), we can deduce Equation (26). O
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Finally, we give the proof of Corollary 3.
Proof of Corollary 3. We have for t > 0 a.e.

aPY (1)
dt
d( [ PY (y1)dF vy (y))
dt
B /d(P1W(yt))
P

dt

@)

dF vy (y)

/p yi 1Y (ye) dF vy (),

where we use Equation (23) in the first equality, Equation (26) from Theorem 3
with Assumption 2 in the second equality, Tonelli’s theorem in the third equality,
and the fundamental theorem of calculus with chain rule and the assumption
that the quadratic variation (Y') is absolutely continuous on R* a.s. in the fourth
equality. O

A.4. Two-sided random case

We define the inverse function of the quadratic variation for ¢ > 0 and w € Q) as
(Z);' =inf{s > 0s.t. (Z), > t}.

Finally, we define the process Z, which is time changed by its quadratic variation
inverse, as By = Z (Z)7 for t > 0 and w € Q. The following lemma states that
B is a Wiener process.

Lemma 5. Under Assumption 3, we have that B is a F2-Wiener process and

Zy = Bz, fort >0 a.s.. (93)

Proof of Lemma 5. This is obtained by a direct application of the Dambis,
Dubins-Schwarz theorem for continuous local martingale (see Revuz and Yor
(2013), Th. V.1.6) with Assumption 3. O

We introduce Proposition 4 in what follows.

Proposition 4. Under Assumption 3, we have that
{12, =t} = {T0,=(2)} fort>0. (94)
Proof of Proposition 4. We have that for ¢t > 0

{17, =t} = {inf{s>0st. Z,>gor Z,<h} =t}
= {inf{s >0s.t. Bizy, >gor Bz, <h}= t}, (95)
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where we use Equation (28) in the first equality, and Equation (93) from Lemma
5 with Assumption 3 in the second equality. Since B is a FZ-Wiener process,
W is an F-Wiener process and the boundary is constant, we can make a time
change equal to the quadratic variation (Z); and obtain that
{inf{s >0s.t. Biz), >gor Biz, <h}= t} (96)
= {inf{s >0st. Bs>gor B; <h}= <Z>t}.

Then, we can calculate by Equation (28) that
{inf{s >0st. By>gor B;<h}=(Z),} = {T0,=(Z)}. (97

By Equations (95), (96) and (97), we can deduce Equation (94). O

In what follows, we give the proof of Theorem 4. The proof is mainly based
on Proposition 4. We get PgZ, 5, in the next theorem by regular conditional prob-
ability, and using the explicit formula obtained in the nonrandom case.

Proof of Theorem 4. We have that for t > 0

pac)

PgZ,h(t) = TgZ,h <t)

P(TgZ,h < t|u = (gO’hO’Z))dFu(g()thaz)

o

P(inf{s >0st. Zg > gor Zs < h} <tlu= (g0, ho,2))

dFu(QO; hOa Z)

/ P(inf{s > 0s.t. Bz, > g or Bz, <h} <t (98)
S
|’LL = (907h07'z))dFu(gO?h07Z)a

where we use Equation (29) in the first equality, regular conditional probability
in the second equality, Equation (28) in the third equality, and Equation (93)
from Lemma 5 with Assumption 3 in the fourth equality. Since the stochastic
process Z is independent from the two-sided boundary (g, h), we obtain that

/ P(inf{s > 0 s.t. B(z), > g or Bz, < h} < tlu = (g0, ho,2)) (99)
s
dFu(g()ahOaz)
= / P(inf{s > 0 s.t. B., > go or B, < ho} < t)dFy(go, ho, 2).
s

By Lemma 4 with Assumption 3, we obtain that
/ P(inf{s > 0 s.t. B., > go or B, < ho} < t)dF,(go, ho,z) (100)
s

= / ]P’(inf{s > 0s.t. Bs > go or By < ho} < z)dFy(go, ho, 2).
S



/First passage time and inverse problem 31
Then, we can calculate that

/ P(inf{s >0s.t. Bs > go or Bs < ho} < z¢)dFy(go, ho, 2)
S

/ ]P’(inf{s >0s.t. Ws > go or W < ho} < z¢)dFy,(go, ho, 2)
S

/ P(Tgy 1, < 2t)dFu(go; ho, 2)
S

- /Spgvg,h0 (2t)dFu(g0, ho, 2), (101)

where we use the fact that B and W have the same distribution in the first
equality, Equation (28) in the second equality, and Equation (29) in the third
equality. By Equations (98), (99),(100) and (101), we can deduce Equation (31).

O

Finally, we give the proof of Corollary 4.
Proof of Corollary 4. We have for ¢t > 0 a.e.

dPZ,(t)
gZ,h(t) = gdt
. d(fs Pgw(]/’ho (Zt)dFu(g(JahOaz))
N dt
d(PWV
= / ( go,cflzo (1)) dF.(go; ho, 2)
s t

= LZ;f;Kho (Zt)dFu(gO7hO7Z)7

where we use Equation (30) in the first equality, Equation (31) from Theorem
4 with Assumption 3 and the assumption that the stochastic process Z is in-
dependent from the two-sided boundary (g, k) in the second equality, Tonelli’s
theorem in the third equality, and the fundamental theorem of calculus with
chain rule and the assumption that the quadratic variation (Z) is absolutely
continuous on R a.s. in the fourth equality. O

Appendix B: Proofs of the explicit solution in the IFPT problem

In this section, we prove the explicit solution of the IFPT problem for the one-
sided and two-sided boundary in the case (i) and (ii).

B.1. One-sided nonrandom case
B.1.1. Case when the quadratic variation is absolutely continuous

When P} is invertible, we define its inverse as (Py")~" : [0,1) — R*. The first

lemma shows that there exists an inverse of PgW , and gives explicit formulae
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of (P)V)=1(t) and f}V((P)V)~1(t)) for 0 < ¢ < 1, all of which are new results
which will be useful to express the explicit solution of the IFPT problem. The
proof relies on Lemma 1.

Lemma 6. There exists an inverse of PgW which s strictly increasing such that
(P))~1(0) =0,

2

(ngv)_l(t) = m for0<t<1. (102)

Finally, we have f}¥ ((P}")~*(t)) = 0,

- 2 3 —erfinv(1—t)>2
V(PP H(t) = == —=erfinv(1 — t) e~ erfinv( forO<t<1. 103
g (Pg) (1) NG (1-1) (103)
Proof of Lemma 6. Using Equation (8) from Lemma 1, Equation (7) with Equa-
tion (39), we can express the relation between the cdf of the standard normal
and the error function as

1 T
o(z) = 5(1 +erf(ﬁ)). (104)
We can rewrite Equation (8) as
PY(t)=1- %(1 + erf(%)) + %(1 + erf(\;—%))
1 g 1 g
=1- 3 (1 + erf(ﬁ)) + 5 (1 - erf(ﬁ)>
=1 erf(-L

We note that P}V : RT — [0, 1) is strictly increasing since f}¥(¢) > 0 for ¢ > 0
by Equation (9). Thus, there exists an inverse (P)V)~! : [0,1) — R which is
strictly increasing. First, note that as P" (0) = 0, this implies that (P}")~*(0) =
0. Using Equation (8), some algebraic manipulation leads to Equation (102).
Finally, applying Equation (9) yields the form of f;v((PgMF1 (t)), i.e., Equation
(103). 0

We then give a lemma whose proof relies on Lemma 1 and Lemma 6. For
A C RT and B C R™, we denote the space C; of functions k : A — B with
derivatives which are continuous as C1 (4, B).

Lemma 7. We have
£V e (R, RY) and P}V € Ci(RT,[0,1)), (105)
(P)~t eci([0,1),RY). (106)

Proof of Lemma 7. By Equations (8) and (9) in Lemma 1, we obtain Equation
(105). By Equation (102) in Lemma 6, we obtain Equation (106). O
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We now give the definition of an explicit solution.

Definition 20. For a given pdf f, we say that a variance function a]% RT —» RT
which is the quadratic variation derivative a.e. of a continuous local martingale
Zf e,

t
(zh, = / o2 yds for t > 0, (107)
0
is an explicit solution if it is of the form
0'2527]‘. = ml{o<}?(t)<l} for t > 0. (108)

If we substitute (P,)~! in Equation (108) with Equation (102) from Lemma
6, we can reexpress the explicit solution as Equation (41). The next proposition
shows that Assumption 4 implies that Z/ satisfies Assumption 1. The proof is
mainly based on elementary topological arguments in RY.

Proposition 5. Under Assumption J, we have that Z7 satisfies Assumption 1.

Proof of Proposition 5. To prove that Z/ satisfies Assumption 1, we first show
that a]% € L1 10c(RT), ie., we have to show by definition that VK C R*, K
compact, we have

/ o7 pdt < +oo. (109)
K

There is no loss of generality assuming that K has a closed interval form, e.g.,
K = [Ky, K1] where 0 < Ky < Kj, since if not we can break K into a finite
number of nonoverlapping closed intervals by the Bolzano-Weierstrass theorem
and prove Equation (109) for each interval. We first consider the case where

0< K%< Ky<Kj. (110)

Given the form of the explicit solution (108), Equation (109) can be reexpressed
as

f(®)
/K IV ((PW)-L(F(t))) dt < Fo0. (111)

We first show that the denominator in the integral of Equation (111) is uniformly
bounded away from 0 on K. By Definition 9, F' is a cdf and thus a nondecreasing
function. We can deduce that

F(K,) < F(t) < F(K;) for t € K. (112)

We also obtain by definition of K% in Equation (36), definition of K}, in Equa-
tion (37) and the assumption that K}. is not finite from Assumption 4 that

0 < F(K) < 1 for K € R such that K% < K. (113)
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Combining Equations (112) and (113), we can deduce that
0< F(Ky) <F(t) < F(K;) <1, fort e K. (114)

By Lemma 6, we have that (P;/V)’1 is strictly increasing. Thus, applying (P;V)*1
to each term of Inequality (114) yields

0 < (P) M F(Ko)) < (P))HF(t)) < (P)Y) N (F(K1)), for t € K. (115)
We have that (P)")~'(F(t))) takes its values in the closed interval
[(Py")~HE(Ko)), () (F(K1))]

of R* which is connected and compact by the Bolzano-Weierstrass theorem.
Besides, it is known from topological properties that the image of a compact
and connected set of Rt by a continuous function from Rt to R* is a compact
and connected set of R*. Since f}" is continuous by Equation (9), we can deduce

that f}V ((P)Y)~*(F(t))) for t € K is included into a compact and connected
space of RT, e.g., a closed interval of RT. From Equation (9), we get that there
exists C' > 0 such that

C<fV(PY)HF(t))) for t € K. (116)

This implies that the denominator in the integral of Equation (111) is uniformly
bounded away from 0 on K. Given that f is a pdf, we obtain that

/ (1) dt < 400,
K

Thus, Equation (111) holds. We now consider the general case when K is not
necessarily of the form (110). We consider the case when Ko < K% < K. If we
introduce the notation K% = K% + %, then we can decompose [Kj, K] as

(Ko, K1) = [Ko, K2 U K%, K9] UKD, Ky].

We deduce that
/ U?,fdt = / Utz,fdt+/ _ Ug,fdt+/~ _ O'Zfdt
K [Ko,K%] [K2,K%] [K%,KE]
/ ~ U?,fdt+/~ ~ 0_2527fdt
(K% K] (K% K}

< C+/ o pdt
(Kp.KE]

< +o0,

where the second equality is due to the fact that the variance function is null
on [Ko, K% by Equation (108), the first inequality with C' > 0 follows by
Expression (38) from Assumption 4, and the second inequality is due to Equation
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(111). Finally, we have that the variance function is null on by Equation (108)
in the case when K% < Kj. We have thus shown Expression (109). Thus, we
can deduce that Z7 is a local martingale with nonrandom quadratic variation

t
(zh, = /Uzyfdu (117)
0

by Theorem 1.4.40 (p. 48) from Jacod and Shiryaev (2003) with Expression
(109). Finally, we show that (Zf); — 0o as t — co. We can calculate that

(zh)e = (2"

’UF(t)

92

1
2erfinv(l — F(t))? {0<F(t)<1}s

(118)

where we use the fact that Z/ = Z¥' in the first equality, Equation (124) from
Definition 21 in the second equality, and Equation (44) in the last equality. By
definition we have that erfinv(z) — 0 as z — 0, and by Definition 9 we have
that tlggo F(t) = 1. Thus, we can deduce by the assumption that K} is finite

from Assumption 4 that

g2

2erfinv(l — F(1))2 L{o<r()<1y = 0

(119)

as t — oo. We can deduce by Equations (117), (118) and (119) that (Zf); — oo
as t — 0o. This implies that Zf satisfies Assumption 1.
O

The next proposition states that if Zf satisfies Assumption 1, then, the vari-
ance function is a solution if and only if it is an explicit solution. The proof is
based on an application of Theorem 1, and elementary analysis. More specifi-
cally, it is based on substituting the left-hand side of Equation (35) with Equa-
tion (11) from Theorem 1 and Equation (107), and then differentiating and
inverting on both sides of the equation to derive the explicit solution.

Proposition 6. If we assume that Z/ satisfies Assumption 1, then, (i) oj% S a
solution of Definition 10 < (ii) UJ% is an explicit solution of Definition 20.

Proof of Proposition 6. Proof of (i) = (it). We assume that UJ% is a solution
of Definition 10. Given that Z/ satisfies Assumption 1, we can substitute the
left-hand side of Equation (35) with Equation (11) to deduce

PV ((Zf)t) = F(t) for t > 0. (120)

Using Equation (107), Equation (120) can be reexpressed as

t
PgV"(/O aifds) = F(t) for t > 0. (121)
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By Lemma 6, there exists an inverse(PgW)’1 :[0,1) — RT. Applying (PgW)*1
on both sides of Equation (121), Equation (121) can be rewritten as

t
/ ag’fds = (P;V)*l(F(t))l{kF(t)d} for ¢t > 0. (122)
0

The left-hand side of Equation (122) and F have a derivative a.e. for ¢t > 0 by
absolute continuity properties and since F' is absolutely continuous. (P;V )~ lis
differentiable on [0, 1) by Lemma 7. Thus, we can differentiate (122) a.e. on both
sides, by using the chain rule on the right-hand side. We obtain

oty = FOUPY) ) (F®))Ljo<r@y<iy ae. fort>0. (123)
Applying the inverse function theorem, Equation (123) can be reexpressed as

2 _ f(t)
Opf= (PQW)’((PQVS/)*l(F(t))) loo<riy<1y ae. for t > 0,

or equivalently of the form (108) as (P)V)'(t) = fy(t) for t > 0 a.e.. Thus, we
have shown that JJ% is an explicit solution of Definition 20.

Proof of (i) = (i). We assume that 0’? is an explicit solution of Definition
20. We have for t > 0

t
s
PgZ t) = Pgw(/0 o2 ;ds)

_ wo ! f(s) s
= P, G oo

e / F Y)Y (F () 0 ey <1yds)

P ((P")™O(F ()
= F(),

where we use Equation (11) with the assumption that Z7 satisfies Assumption 1
in the first equality, Equation (108) in the second equality, the inverse function
theorem in the third equality, integration in the fourth equality and algebraic
manipulation in the fifth equality. We have thus shown that O'J% satisfies Equation
(34), and thus that UJ% is a solution of Definition 10. O

The following theorem states that under Assumption 4, (a) Z/ satisfies As-
sumption 1 and (b) that variance function is solution if and only if it is an
explicit solution. The proof of Theorem 13 is a direct application of Proposition
5 and Proposition 6.

Theorem 13. Under Assumption /J, (a) Z' satisfies Assumption 1 (b) (i) 0’?

is a solution of Definition 10 <= (i) U]% is an explicit solution of Definition
20.
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Proof of Theorem 13. To obtain (a), we apply Proposition 5 with Assumption
4. Then, an application of Proposition 6 with (a) yields (b). O

Finally, we give the proof of Theorem 5, which is a direct consequence of
Theorem 13.

Proof of Theorem 5. This is a direct consequence of Theorem 13 with Assump-
tion 4. O

B.1.2. Case when the quadratic variation is not absolutely continuous

We first give the definition of the explicit solution.

Definition 21. For a given cdf F', we say that a nonrandom nondecreasing func-
tion v which is the quadratic variation of a continuous local martingale Z¥,
ie.,

(ZFy, = wp(t) fort >0, (124)
is an explicit solution if it is of the form
vp(t) = (P;’V)*l(F(t))l{kF(t)d} for t > 0. (125)

If we substitute (P}")~" in Equation (125) with Equation (102) from Lemma
6, we can reexpress the explicit solution as Equation (44).

The next proposition shows that Assumption 5 implies that ZF satisfies
Assumption 1.

Proposition 7. Under Assumption 5, we have that Z¥ satisfies Assumption 1.

Proof of Proposition 7. By Definition 21, Z% is defined as a continuous local
martingale with quadratic variation (Z¥); = vp(t) for t > 0, which can be
expressed by Equation (44) as

2
UF(t) = 2elrﬁnv(%—F(t))2 1{0<F(t)<1} for ¢ > 0.

By definition we have that erfinv(¢) — 0 as ¢ — 0, and by Definition 9 we have
that tlim F(t) = 1. Thus, we can deduce by Assumption 5 that tlim vp(t) = oo.
—00 —00

This implies that (Z1"),, = oo and thus that Z¥ satisfies Assumption 1. O

The next proposition states that if a nondecreasing function satisfies Assump-
tion 1, then it is a solution if and only if it is an explicit solution. The proof
is based on substituting the left-hand side of Equation (43) with Equation (11)
from Theorem 1 and Equation (124), and then inverting on both sides of the
equation to derive the explicit solution.

Proposition 8. If we assume that vy satisfies Assumption 1, then, (i) v is a
solution of Definition 11 <= (i) vp is an explicit solution of Definition 21.
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Proof of Proposition 8. Proof of (i) = (ii). We assume that vp is a solution
of Definition 11. Given that Z" satisfies Assumption 1, we can substitute the
left-hand side of Equation (43) with Equation (11) to deduce

pY ((ZF>t) = F(t) for t > 0. (126)
Using Equation (124), Equation (126) can be reexpressed as
PV (Up(t)) = F(t) for t > 0. (127)

By Lemma 6, there exists an inverse (P}")~!: [0,1) — R*. Applying (P}¥)~!
on both sides of Equation (127), Equation (127) can be rewritten as Equation
(125).

Proof of (ii) = (i). We assume that vy is an explicit solution of Definition
21. We have

PZ W) = B ((2"))
= PgW(UF(t))
= BB THEM®)Lo<rm<1y)
= F(t),
where we use Equation (11) with the assumption that vg satisfies Assumption

1 in the first equality, Equation (124) in the second equality, Equation (125) in
the third equality, and algebraic manipulation in the fourth equality. O

The following theorem states that under Assumption 5, (a) Z¥ satisfies As-
sumption 1 and (b) that nondecreasing function is solution if and only if it
is an explicit solution. The proof is a direct application of Proposition 7 and
Proposition 8.

Theorem 14. Under Assumption 5, (a) Z¥ satisfies Assumption 1 (b) (i) vp
is a solution of Definition 11 <= (ii) v is an explicit solution of Definition
21.

Proof of Theorem 14. To obtain (a), we apply Proposition 7 with Assumption
5. Then, an application of Proposition 8 with (a) yields (b). O

Finally, we give the proof of Theorem 5, which is a direct consequence of
Theorem 13.

Proof of Theorem 6. This is a direct consequence of Theorem 14 with Assump-
tion 4. O

B.2. Two-stded nonrandom case
B.2.1. Case when the quadratic variation is absolutely continuous

The first lemma shows that there exists an inverse of P;ﬁl which we denote
(Pg%)_l and is strictly increasing such that (Pg‘/z)_l(O) =0 and (P%)_l(l) =
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00, all of which are new results which will be useful to prove the explicit solution
of the inverse problem. The proof relies on Lemma 2.

Lemma 8. There exists an inverse of P;}% which we denote (ngffl)_1 :[0,1) —
R* and is strictly increasing such that (Pg%)*l(O) =0 and that (Pq%)*l(l) =
00.

Proof of Lemma 8. Using Equation (17) from Lemma 2, we note that P;};L :
R* — [0,1) is strictly increasing since fﬂb (t) > 0 for t > 0 by Equation (18).
Thus, there exists an inverse(Py",)~" : [0,1) — R* which is strictly increasing.
First, note that as P% (0) = 0, this implies that (P;};l)*l(()) = 0. Using Equation
(17), some algebraic manipulation leads to (ng}z)_l(l) = 00. O

We then give another lemma whose proof relies on Lemma 2.
Lemma 9. We have
S € CL(RT,RT) and P}l € C1(RT,[0,1)), (128)
(PY) "' €Ci((0,1),RT). (129)
Proof of Lemma 9. By Equations (17) and (18) in Lemma 2, we obtain Equa-
tions (128) and (129). O

We now give the definition of the explicit solution.

Definition 22. For a given pdf f, we say that a variance function JJ% :RT - RT
which is the quadratic variation derivative a.e. of a continuous local martingale
Z1 ie.,

t
(zh, = /aifds for t >0, (130)
0

is an explicit solution if it is of the form Equation (48).

The next proposition shows that Assumption 6 implies that Z7 satisfies As-
sumption 1. The proof is mainly based on topological argument in R™ and the
use of Assumption 6.

Proposition 9. Under Assumption 6, we have that Z7 satisfies Assumption 1.

Proof of Proposition 9. To prove that Z/ satisfies Assumption 1, we first show
that UJ% € Ly 1oc(RT), ie., we have to show by definition that VK C R*, K
compact, we have

/Korf,f dt < +o0. (131)

There is no loss of generality assuming that K has a closed interval form, e.g.,
K = [Ko, K1] where 0 < Ky < Kj, since if not we can break K into a finite
number of nonoverlapping closed intervals by the Bolzano-Weierstrass theorem
and prove Equation (109) for each interval. We first consider the case where

0< Ky < Ko< K. (132)
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Given the form of the explicit solution (48), Equation (131) can be reexpressed
as

Q)
dt < +o0. (133)
/K Fan (PYh)~HE())

We first show that the denominator in the integral of Equation (133) is uniformly
bounded away from 0 on K. By Definition 9, F' is a cdf and thus a nondecreasing
function. We can deduce that

sh

F(Ky) < F(t) < F(Ky) for t € K. (134)

We also obtain by definition of K% in Equation (36), definition of K}. in Equa-
tion (37) and the assumption that K1 is not finite from Assumption 6 that

0 < F(K) < 1 for K € R such that K% < K. (135)
Combining Equations (134) and (135), we can deduce that
0< F(Ky) < F(t) < F(K;) < 1, for t € K. (136)

By Lemma 8, we have that (P)",)~" is strictly increasing. Thus, applying (P,",) "
to each term of Inequality (136) yields
)

0< (Pg, ) (F(KO)) ( g,h

We have that (P%)_ (F(t))) takes its values in the closed interval

Y1) < (P) N (F(KY)), for t € K. (137)

[(Pyin) ™ (F(Ko)), (Py) ™ (F(K1))]

of RT which is connected and compact by the Bolzano-Weierstrass theorem.
Besides, it is known from topological properties that the image of a compact
and connected set of RT by a continuous function from R* to RT is a compact
and connected set of Rt. Since f% is continuous by Equation (18), we can
deduce that ((Pg”;l) L(F(t))) for t € K is included into a compact and

connected space of R, e.g., a closed interval of R*. From Equation (18), we
get that there exists C' > 0 such that

C< ((P ) THE())) for t € K. (138)

This implies that the denominator in the integral of Equation (133) is uniformly
bounded away from 0 on K. Given that f is a pdf, we obtain that

/ F(t) dt < 400,
K

Thus, Equation (133) holds. We now consider the general case when K is not
necessarily of the form (132). We consider the case when Ky < K% < K. If we
introduce the notation K% = K% + n%, then we can decompose [Kj, K1] as

(Ko, K1) = [Ko, K2 U K%, K9 UKD, K.
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We deduce that
/ O't2,fdt = / Ut2,fdt+/ ~ O'tQ,fdt+/~ ~ U?ﬁfdt
K [Ko,K%] (K9 K% (K% KE]
= / ~ Uf,fdt+/~ _ U?)fdt
[Kp K%] (K KE]

< C+/ o7 pdt
(Kp.KE]

< +o0,

where the second equality is due to the fact that the variance function is null on
[Ko, K%] by Equation (48), the first inequality with C' > 0 follows by Expression
(47) from Assumption 6, and the second inequality is due to Equation (133).
Finally, we have that the variance function is null on by Equation (48) in the
case when K% < Kj. We have thus shown Expression (131). Thus, we can
deduce that Zf is a local martingale with nonrandom quadratic variation

t
2z, = / o2 du (139)
0

by Theorem I1.4.40 (p. 48) from Jacod and Shiryaev (2003) with Expression
(131). Finally, we show that (Zf); — oo as t — oo. We can calculate that

(27 = (Z")
= UF(t)
= (P%)_I(F(t))1{0<F(t)<1} (140)

where we use the fact that Z/ = ZF' in the first equality, Equation (146) from
Definition 23 in the second equality, and Definition 23 in the last equality. By
Lemma 8 we have that (Pg"zl)*l(l) = o0, and by Definition 9 we have that

tlim F(t) = 1. Thus, we can deduce by the assumption that K3 is finite from
—00

Assumption 6 that
(PY) " F () 1{o<r@y<1y — 0 (141)

as t — oo. We can deduce by Equations (139), (140) and (141) that (Z7);du —
00 as t — oco. This implies that Z7 satisfies Assumption 1. O

The next proposition states that if Z/ satisfies Assumption 1, then, the vari-
ance function is a solution if and only if it is an explicit solution. The proof is
based on substituting the left-hand side of Equation (46) with Equations (19)
from Theorem 2 and (130) and then differentiating and inverting on both sides
of the equation to derive the explicit solution.

Proposition 10. If we assume that Zf satisfies Assumption 1, then, (i) U]% 18
a solution of Definition 12 <— (ii) U]% is an explicit solution of Definition 22.
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Proof of Proposition 10. Proof of (i) = (ii). We assume that JJ% is a solution

of Definition 12. Given that Z/ satisfies Assumption 1, we can substitute the
left-hand side of Equation (46) with Equation (19) to deduce

P;Vh(<zf>t) = F(t) for t > 0. (142)

Using Equation (130), Equation (142) can be reexpressed as

t
P /O 02 yds) = F(t) for 1 > 0. (143)

By Lemma 8, there exists an 1nverse(PW) : [0,1) — R*. Applying (Pg”;l)
on both sides of Equation (143), Equatlon (143) can be rewritten as

t
/ O'E)fds = (Pm)_l(F(t))1{0<F(t)<1} for ¢ > 0. (144)
0

The left-hand side of Equation (144) and F have a derivative a.e. for t > 0 by
absolute continuity properties and since F is absolutely continuous. (PW) is
differentiable on [0,1) by Lemma 9. Thus, we can differentiate Equatlon (144)
a.e. on both sides, by using the chain rule on the right-hand side. We obtain

Ut27f = f(t)((P;}%)_1)/(F(t))1{0<p(t)<1} a.e. for t > 0. (145)
Applying the inverse function theorem, Equation (145) can be reexpressed as

2 _ £(2)
%= BRI, ) HosFm<y e fort 20,

or equivalently of the form (48) as (P}%,)'(t) = f,.n(t) a.e. for t > 0. Thus, we
have shown that UJ% is an explicit solution of Definition 22.

Proof of (ii) = (i). We assume that o7 is an explicit solution of Definition
22. We have a.e. for t > 0

t
f
PZ(t) = P /0 o2 yds)

- ngz"b(/ fWh 1/1{(5)1( (S)))1{0<F(t)<1}d3)
e / £s Y (F(8))L {0 pey <1y )

pw
= PPN E®)
= ( );
where we use Equation (19) with the assumption that Z/ satisfies Assumption
1 in the first equality, Equation (48) in the second equality, the inverse function
theorem in the third equality, integration in the fourth equality and algebraic

manipulation in the fifth equality. We have thus shown that o? satisfies Equation
(45), and thus that O‘J% is a solution of Definition 12. O
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The following theorem in the particular case when the quadratic variation
(Z) is absolutely continuous states that under Assumption 6, (a) Z/ satisfies
Assumption 1 and (b) that variance function is solution if and only if it is an
explicit solution.

Theorem 15. Under Assumption 6, (a) Z' satisfies Assumption 1 (b) (i) oF
is a solution of Definition 12 <— (ii) 0]20 s an explicit solution of Definition
22.

Proof of Theorem 15. To obtain (a), we apply Proposition 9 with Assumption
6. Then, an application of Proposition 10 with (a) yields (b). O

Finally, we give the proof of Theorem 7, which is a direct consequence of
Theorem 15.

Proof of Theorem 7. This is a direct consequence of Theorem 15 with Assump-
tion 6. O

B.2.2. Case when the quadratic variation is not absolutely continuous

We first give the definition of the explicit solution.

Definition 23. For a given cdf F', we say that a nonrandom nondecreasing func-
tion vp which is the quadratic variation of a continuous local martingale zF ,
ie.,

(ZFy, = wp(t) fort >0, (146)

is an explicit solution if it is of the form
vp(t) = (R(%)*l(F(t))l{kF(t)d} for ¢t > 0. (147)
The next proposition shows that Assumption 5 implies that ZF satisfies

Assumption 1.

Proposition 11. Under Assumption 5, we have that Z¥ satisfies Assumption
1.

Proof of Proposition 11. By Definition 23, ZF' is defined as a continuous local
martingale with quadratic variation (Z);, = vp(t) for t > 0, which can be
expressed as

or(t) = (P) U F())Locrmey fort > 0.

By Lemma 8 we have that (ngfg)’l(l) = 00, and by Definition 9 we have that
tlim F(t) = 1. Thus, we can deduce by Assumption 5 that tlim vp(t) = oco. This
—00 —00

implies that (Z),, = co and thus that Z satisfies Assumption 1. O
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The next proposition states that if a nondecreasing function satisfies Assump-
tion 1, then it is a solution if and only if it is an explicit solution. The proof is
based on substituting the left-hand side of Equation (50) with Equations (19)
and (146) and then inverting on both sides of the equation to derive the explicit
solution.

Proposition 12. If we assume that vp satisfies Assumption 1, then, (i) vp is
a solution of Definition 13 <= (ii) vg is an explicit solution of Definition 23.

Proof of Proposition 12. Proof of (i) = (ii). We assume that vp is a solution
of Definition 13. Given that Z satisfies Assumption 1, we can substitute the
left-hand side of Equation (50) with Equation (19) to deduce

P;Vh(<zF>t) = F(t) for t > 0. (148)
Using Equation (146), Equation (148) can be reexpressed as

Py, (UF(t)) = F(t) for t > 0. (149)
By Lemma 8, there exists an inverse(Pgi/h)_l :[0,1) — R*. Applying (Pg%)_l
on both sides of Equation (149), Equation (149) can be rewritten as Equation

(147).
Proof of (i) = (i). We assume that vp is an explicit solution of Definition
23. We have

PL0 = B ("))
= Pl(vr(t))
= PP FO)ocri<1y)
= F(t),
where we use Equation (19) with the assumption that vg satisfies Assumption

1 in the first equality, Equation (146) in the second equality, Equation (147) in
the third equality, and algebraic manipulation in the fourth equality. O

The following theorem states that under Assumption 5, (a) Z%" satisfies As-
sumption 1 and (b) that a nondecreasing function is solution if and only if it is
an explicit solution.

Theorem 16. Under Assumption 5, (a) Z¥ satisfies Assumption 1 (b) (i) v
is a solution of Definition 13 <= (ii) vp is an explicit solution of Definition
23.

Proof of Theorem 16. To obtain (a), we apply Proposition 11 with Assumption
5. Then, an application of Proposition 12 with (a) yields (b). O

Finally, we give the proof of Theorem 8, which is a direct consequence of
Theorem 16.

Proof of Theorem 8. This is a direct consequence of Theorem 16 with Assump-
tion 5. O
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B.3. One-sided random case
B.3.1. Case when the quadratic variation is absolutely continuous

We now give the definition of the explicit solution.
Definition 24. For a given random pdf f, we say that a variance process 0]20 :
R* x Q — RT which is the quadratic variation derivative a.e. of a continuous

local martingale Y/, i.e.,
t
YH(w) = /0 aif(w)ds for t >0 and w € Q, (150)

is an explicit solution if it is of the form

0752 (w) = f(t,’ ) Lio<r(tw)<1}
i Y ((PY)7HF(tw) ’

a.e. for t >0 and w € Q.

(151)

If we substitute (P/V)~! in Equation (151) with Equation (102) from Lemma
6, we can reexpress the explicit solution as Equation (56).

The next proposition shows that Assumption 7 implies that Y/ satisfies As-
sumption 2. The proof is mainly based on the use of Assumption 7.

Proposition 13. Under Assumption 7, we have that Y7 satisfies Assumption
2.

Proof of Proposition 13. We can deduce that Y/ is a local martingale with ran-
dom quadratic variation

t
YH(w) = /0 aif(w)du for t >0 and w € Q (152)

by Theorem 1.4.40 (p. 48) from Jacod and Shiryaev (2003) with Expression (55)
from Assumption 7. We show that (Y7/); — oo as t — oo. We can calculate that

(Ye(w) = (¥)i(w)

= UF(tvw)
1

= Serfin (1~ F(L0)? 10<F(tw)<1) for t >0 and w € (153)

where we use the fact that Y/ = Y in the first equality, Equation (159) from
Definition 25 in the second equality, and Equation (61) in the last equality. By
definition we have that erfinv(z) — 0 as z — 0, and by Definition 14 we have
that tlg(r)lo F(t,w) = 1. Thus, we can deduce by the assumption that K} is finite

from Assumption 7 that
1
1 -0
2erfinv(l — F(t,w))? {0<F(t,w)<1}

as t — oo. We can deduce by Equations (152), (153) and (154) that (Y¥); — oo
as t — oo. This implies that Y/ satisfies Assumption 2. O

(154)
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The next proposition states that if Y/ satisfies Assumption 2, then, the vari-
ance function is a solution if and only if it is an explicit solution. The proof is
based on substituting the left-hand side of Equation (54) with Equations (26)
from Theorem 3 and (150) and then differentiating and inverting on both sides
of the equation to derive the explicit solution.

Proposition 14. If we assume that Y/ satisfies Assumption 2, then, (i) JJ% 18
a solution of Definition 16 <— (ii) O'J% is an explicit solution of Definition 24.

Proof of Proposition 1. Proof of (i) = (ii). We assume that 0]2( is a solution

of Definition 16. Given that Y7/ satisfies Assumption 2, we can substitute the
left-hand side of Equation (54) with Equation (26) to deduce

P1W(<Zf)t(w)) — F(t,w) for t >0 and w € Q. (155)

Using Equation (150), Equation (155) can be reexpressed as
¢
le(/ aif(w)ds) = F(t,w) for t > 0 and w € Q. (156)
0

By Lemma 6, there exists an inverse(P}/V)~! : [0,1) — R*. Applying (P/V)~?
on both sides of Equation (156), Equation (156) can be rewritten as

t
/ o2 (wyds = (PV) 1 (F(t.0))Ljoerp(uuyery for t >0 and w € QU57)
0

The left-hand side of Equation (157) and F' have a derivative a.e. for ¢ > 0 by
absolute continuity properties and since F' is absolutely continuous. (P/V)~! is
differentiable on [0,1) by Lemma 7. Thus, we can differentiate Equation (157)
a.e. on both sides, by using the chain rule on the right-hand side. We obtain

ot (W) = f(t,w)(P) 71 (w) (F(t,w) o< F(tw)<1} (158)
a.e. for t > 0 and w € Q.

Applying the inverse function theorem, Equation (158) can be reexpressed as

2 (W)= f(tw)

(P1W)’((P1W)—1(F(t,w)))1{0<F(t’w)<1} a.e. for t > 0 and w € €,

or equivalently of the form (151) as (P/V)'(t) = fi(t) a.e. for t > 0. Thus, we
have shown that 0’? is an explicit solution of Definition 24.
Proof of (i) = (i). We assume that cr]2c is an explicit solution of Definition
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24. We have a.e. for t > 0 and w € Q that

P (tw) = PPV / 02 ;(w)ds)

O R )
- A Sy e

g / F(5,:0) (PY) ™Y (F(5,0))L0< ps oy <11 5)
0

= PY((P")THEE W)
= F(t,w).

where we use Equation (26) with the assumption that Y/ satisfies Assumption 2
in the first equality, Equation (151) in the second equality, the inverse function
theorem in the third equality, integration in the fourth equality and algebraic
manipulation in the fifth equality. We have thus shown that o? satisfies Equation
(53), and thus that UJ% is a solution of Definition 16. O

The following theorem states that under Assumption 7, (a) Y/ satisfies As-
sumption 2 and (b) that variance function is solution if and only if it is an
explicit solution.

Theorem 17. Under Assumption 7, (a) Y satisfies Assumption 2 (b) (i) 0120
is a solution of Definition 16 <= (ii) JJ% is an explicit solution of Definition

2.

Proof of Theorem 17. To obtain (a), we apply Proposition 13 with Assumption
7. Then, an application of Proposition 14 with (a) yields (b). O

Finally, we give the proof of Theorem 9, which is a direct consequence of
Theorem 17.

Proof of Theorem 9. This is a direct consequence of Theorem 17 with Assump-
tion 7. O

B.3.2. Case when the quadratic variation is not absolutely continuous

We first give the definition of the explicit solution.

Definition 25. For a given random cdf F', we say that a nondecreasing stochastic
process vy which is the quadratic variation of a continuous local martingale Y7,
ie.,

Y (w) = wvp(t,w)fort>0andw e Q, (159)
is an explicit solution if it is of the form

vF(t,w) = (Plvv)_l(F(t,w))1{0<p(t’w)<1} fort >0 and w € Q. (160)
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If we substitute (P/V)~! in Equation (160) with Equation (102) from Lemma
6, we can reexpress the explicit solution as Equation (61).

The next proposition shows that Assumption 8 implies that Y satisfies
Assumption 2.

Proposition 15. Under Assumption 8, we have that YT satisfies Assumption
2.

Proof of Proposition 15. By Definition 25, Y is defined as a continuous local
martingale with quadratic variation (Y),(w) = vp(t,w) for t > 0 and w € €,
which can be expressed by Equation (61) as

UF(t,(U) = m1{0<}7(t7‘“)<1} for ¢ 2 0and w e Q.
By definition we have that erfinv(z) — 0 as z — 0, and by Definition 14 we have
that tlim F(t,w) = 1. Thus, we can deduce by Assumption 8 that tlim vp(t,w) =
— 00 — 00
oo. This implies that (V) = oo and thus that Y¥ satisfies Assumption 2. [

The next proposition states that if a nondecreasing function satisfies Assump-
tion 2, then it is a solution if and only if it is an explicit solution. The proof is
based on substituting the left-hand side of Equation (58) with Equations (26)
and (159) and then inverting on both sides of the equation to derive the explicit
solution.

Proposition 16. If we assume that vy satisfies Assumption 2, then, (i) v is
a solution of Definition 17 <= (ii) vr is an explicit solution of Definition 25.

Proof of Proposition 16. Proof of (i) = (i7). We assume that vp is a solution
of Definition 17. Given that Y satisfies Assumption 2, we can substitute the
left-hand side of Equation (58) with Equation (26) to deduce

p1W(<YF>t(w)) = F(t,w) for t > 0 and w € Q. (161)
Using Equation (159), Equation (161) can be reexpressed as
PY (vp(t,w)> = F(t,w) for t > 0 and w € Q. (162)
By Lemma 6, there exists an inverse(P/V)~! : [0,1) — R*. Applying (P}V)~!
on both sides of Equation (162), Equation (162) can be rewritten as Equation
(160).
Proof of (i) = (i). We assume that vy is an explicit solution of Definition
25. We have
F
P ) = P ((rF)w)
= PV (vp(t, w)
PW

((PF) M (F ()1 poerm<1y))
= F(t,w),
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where we use Equation (26) with the assumption that vg satisfies Assumption
2 in the first equality, Equation (159) in the second equality, Equation (160) in
the third equality, and algebraic manipulation in the fourth equality. O

The following theorem states that under Assumption 8, (a) Y¥' satisfies As-
sumption 2 and (b) that random nondecreasing function is solution if and only
if it is an explicit solution.

Theorem 18. Under Assumption 8, (a) YT satisfies Assumption 2 (b) (i) vp
is a solution of Definition 17 <= (ii) v is an explicit solution of Definition
25.

Proof of Theorem 18. To obtain (a), we apply Proposition 15 with Assumption
8. Then, an application of Proposition 16 with (a) yields (b). O

Finally, we give the proof of Theorem 10, which is a direct consequence of
Theorem 18.

Proof of Theorem 10. This is a direct consequence of Theorem 18 with Assump-
tion 8. O

B.4. Two-sided random case
B.4.1. Case when the quadratic variation is absolutely continuous

We first give the definition of the explicit solution.

Definition 26. For a given random pdf f, we say that a variance process 0120 :
R*T x Q@ — RT which is the quadratic variation derivative a.e. of a continuous
local martingale Z7, i.e.,

t
(ZM(w) = /O 0% (w)ds for t > 0 and w € . (163)

is an explicit solution if it is equal to Equation (64).

The next proposition shows that Assumption 7 implies that Z/ satisfies As-
sumption 2. The proof is mainly based on the use of Assumption 7.

Proposition 17. Under Assumption 7, we have that Z7 satisfies Assumption
2.

Proof of Proposition 17. We can deduce that Z/ is a local martingale with ran-
dom quadratic variation

¢
(ZM(w) = /0 Jz’f(w)du fort >0 and w € (164)
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by Theorem 1.4.40 (p. 48) from Jacod and Shiryaev (2003) with Expression (55)
from Assumption 7. We show that (Z/), — oo as t — co. We can calculate that

<Zf>t(w) (Z7)1(w)
= ovp(t,w)
= (P;};L)_l(F(t,w))1{0<p(t7w)<1} fort > 0 and w € Q, (165)

where we use the fact that Z/ = ZF' in the first equality, Equation (159) from
Definition 25 in the second equality, and Equation (172) in the last equality.
By Lemma 8 we have that (Pg‘/zl)*l(l) = 00, and by Definition 14 we have that
tlgg() (t,w) = 1. Thus, we can deduce by the assumption that K1 is finite from

Assumption 7 that

(P;,‘;L)_l(F(taw))1{0<F(t,w)<1} -0 (166)
as t — 0o. We can deduce by Equations (164), (165) and (166) that (Zf); — oo
as t — 0o. This implies that Z/ satisfies Assumption 2. O

The next proposition states that if Z/ satisfies Assumption 2, then, the vari-
ance function is a solution if and only if it is an explicit solution. The proof is
based on substituting the left-hand side of Equation (63) with Equations (31)
from Theorem 4 and (163) and then differentiating and inverting on both sides
of the equation to derive the explicit solution.

Proposition 18. If we assume that Zf satisfies Assumption 2, then, (i) 0]2c 18
a solution of Definition 18 < (ii) 0)2c is an explicit solution of Definition 26.

Proof of Proposition 18. Proof of (i) = (ii). We assume that 0]20 is a solution
of Definition 18. Given that Zf satisfies Assumption 2, we can substitute the
left-hand side of Equation (63) with Equation (31) to deduce

Pﬂ((Zf)t(w)) — F(t,w) for t >0 and w € . (167)

Using Equation (163), Equation (167) can be reexpressed as
¢
P;[;L(/O Jf,f(w)ds) = F(t,w) for t > 0 and w € Q. (168)

By Lemma 6, there exists an inverse (P)%)~": [0,1) — R*. Applying (P}},)~"
on both sides of Equation (168), Equation (168) can be rewritten as

t
/ 02 j(w)ds = (PY%) (F(t, )1 ocr(eayery  for >0 and w € (1169)
0

The left-hand side of Equation (169) and F' have a derivative a.e. for ¢ > 0 by
absolute continuity properties and since F' is absolutely continuous. (Rm)’l is
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differentiable on [0,1) by Lemma 7. Thus, we can differentiate Equation (169)
a.e. on both sides, by using the chain rule on the right-hand side. We obtain

o7 p(w) = f(t,w)((P)) " (W) (F(t,w)1{o< F(tw)<1} (170)
a.e. for t >0 and w € Q.

Applying the inverse function theorem, Equation (170) can be reexpressed as

Jif(o.)) = (ngh)'((P];V‘(/:’)Ui)l(F(t,w))) lio<r(tw)<1y ae fort>0andw €,

or equivalently of the form (151) as (P,%,) (t) = fg.n(t) a.e. for t > 0. Thus, we
have shown that JJ% is an explicit solution of Definition 26.

Proof of (it) = (). We assume that O'J% is an explicit solution of Definition
26. We have a.e. for ¢ > 0 and w € () that

PEL) = ([ §f<w>ds>

- / laéiv(s,w)))1{0<F(5’°’)<”d8)
_ / f(s -y (F'(5,w))1{0<F(s,w)<1}dS)
= PL((BN)DE(EwW)

= F(t,w).

where we use Equation (31) with the assumption that Z/ satisfies Assumption
2 in the first equality, Equation (64) in the second equality, the inverse function
theorem in the third equality, integration in the fourth equality and algebraic
manipulation in the fifth equality. We have thus shown that o? satisfies Equation
(62), and thus that UJ% is a solution of Definition 18. O

The following theorem states that under Assumption 7, (a) Z/ satisfies As-
sumption 2 and (b) that variance function is solution if and only if it is an
explicit solution.

Theorem 19. Under Assumption 7, (a) Z' satisfies Assumption 2 (b) (i) UJ%
is a solution of Definition 18 <= (i) o']% is an explicit solution of Definition
26.

Proof of Theorem 19. To obtain (a), we apply Proposition 17 with Assumption
7. Then, an application of Proposition 18 with (a) yields (b). O

Finally, we give the proof of Theorem 11, which is a direct consequence of
Theorem 19.

Proof of Theorem 11. This is a direct consequence of Theorem 19 with Assump-
tion 7. O
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B.4.2. Case when the quadratic variation is not absolutely continuous

We first give the definition of the explicit solution.

Definition 27. For a given random cdf F', we say that a nondecreasing stochastic
process vy which is the quadratic variation of a continuous local martingale ZF',
ie.,

(ZFV(w) = wp(t,w)fort>0and w € Q, (171)
is an explicit solution if it is of the form
vp(t,w) = (PY)H(F(t,w)ljocr(tw<1y fort>0and we Q. (172)
The next proposition shows that Assumption 8 implies that ZF satisfies
Assumption 2.

Proposition 19. Under Assumption 8, we have that Z¥ satisfies Assumption
2.

Proof of Proposition 19. By Definition 27, ZF' is defined as a continuous local
martingale with quadratic variation (Z);(w) = vp(t,w) for t > 0 and w € €,
which can be expressed as

’UF(t,W) = (P;};l)_l(F(tw))]-{(]<F(t,w)<1} for ¢ Z 0.

By Lemma 8 we have that (P}%)~"(1) = oo, and by Definition 14 we have that
tlim F(t,w) = 1. Thus, we can deduce by Assumption 8 that tlim vp(t,w) = oo.
—00 —00

This implies that (Z),, = oo and thus that ZF satisfies Assumption 2. O

The next proposition states that if a nondecreasing function satisfies Assump-
tion 2, then it is a solution if and only if it is an explicit solution. The proof is
based on substituting the left-hand side of Equation (66) with Equations (31)
and (171) and then inverting on both sides of the equation to derive the explicit
solution.

Proposition 20. If we assume that vp satisfies Assumption 2, then, (i) vp is
a solution of Definition 19 <= (ii) v is an explicit solution of Definition 27.

Proof of Proposition 20. Proof of (i) = (ii). We assume that vp is a solution
of Definition 19. Given that Z¥ satisfies Assumption 2, we can substitute the
left-hand side of Equation (66) with Equation (31) to deduce

P;V;L(<ZF>t(w)) — F(t,w) for t >0 and w € . (173)
Using Equation (171), Equation (173) can be reexpressed as

ng,[; (UF(t7W)) = F(t,w) for t > 0 and w € Q. (174)
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By Lemma 6, there exists an inverse(Pgi;L)’1 :[0,1) — R*. Applying (ng)‘;l)*1
on both sides of Equation (174), Equation (174) can be rewritten as Equation
(172).

Proof of (ii) = (7). We assume that vp is an explicit solution of Definition
27. We have

PEt) = PI(Z50w)

where we use Equation (31) with the assumption that vg satisfies Assumption
2 in the first equality, Equation (171) in the second equality, Equation (172) in
the third equality, and algebraic manipulation in the fourth equality. O

The following theorem states that under Assumption 8, (a) Z¥ satisfies As-
sumption 2 and (b) that random nondecreasing function is solution if and only
if it is an explicit solution.

Theorem 20. Under Assumption 8, (a) Z¥ satisfies Assumption 2 (b) (i) vp
is a solution of Definition 19 <= (ii) vp is an explicit solution of Definition
27.

Proof of Theorem 20. To obtain (a), we apply Proposition 19 with Assumption
8. Then, an application of Proposition 20 with (a) yields (b). O
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