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Abstract
This paper derives several formulae for the probability that a Wiener process, which 
has a stochastic drift and random variance, crosses a one-sided stochastic boundary 
within a finite time interval. A non-explicit formula is first obtained by the Girsanov 
theorem when considering an equivalent probability measure in which the boundary 
is constant and equal to its starting value. A more explicit formula is then achieved 
by decomposing the Radon–Nikodym derivative inverse. This decomposition 
expresses it as the product of a random variable, which is measurable with respect 
to the Wiener process’s final value, and an independent random variable. We also 
provide an explicit formula based on a strong theoretical assumption. To apply the 
Girsanov theorem, we assume that the difference between the drift increment and 
the boundary increment, divided by the standard deviation, is absolutely continuous. 
Additionally, we assume that its derivative satisfies Novikov’s condition.

Keywords  Mathematical statistics · Sequential analysis · First-passage time 
problem · Boundary crossing probabilities · Stochastic boundary process · Wiener 
process · Girsanov theorem

1  Introduction

This paper concerns boundary crossing probabilities, i.e., the probability that a 
stochastic process crosses a boundary. The application of boundary crossing prob-
abilities in statistics dates back to the one-sample Kolmogorov–Smirnov statistic, 
where the process represents the difference between the true and empirical cumu-
lative distribution functions (cdfs). The primary application of boundary cross-
ing probabilities is in sequential analysis. Initially, the focus was on boundary 
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crossing probabilities for random walks. Due to the complexity of solving this 
problem, the literature often relies on continuous approximations and develops 
theoretical tools for cases where the process is a Wiener process (see Gut (1974), 
Woodroofe (1976), Woodroofe (1977), Lai et  al. (1977), Lai et  al. (1979) and 
Siegmund (1986)).

Another field of application is in survival analysis. Matthews et al. (1985) show 
that tests for constant hazard involve the first-passage time (FPT) of an Ornstein-
Uhlenbeck process. Butler et al. (1997) present a Bayesian approach when the pro-
cess is semi-Markovian. Eaton et al. (1977) discuss the application of FPT for hospi-
tal stay. Aalen et al. (2001) study the case when the process is Markovian. Detailed 
reviews on FPT are available in Lee et al. (2006) and Lawless (2011) (Section 11.5, 
pp. 518–523).

Another application is in pricing barrier options in mathematical finance (see 
Roberts et al. (1997)). There are also some applications in econometrics. Abbring 
(2012) studies mixed FPT of a spectrally negative Levy process. Renault et  al. 
(2014) considers mixed FPT of the sum of a Wiener process and a positive linear 
drift. Potiron et al. (2017) estimate the quadratic covariation between two price pro-
cesses based on endogenous observations generated by FPT of an Itô-semimartin-
gale to a stochastic boundary process.

Despite their importance for applications, explicit formulae of these bound-
ary crossing probabilities only exist when the boundaries and the drift are linear. 
More specifically, Doob (1949) gives explicit formulae (Equations (4.2)-(4.3), pp. 
397–398) based on elementary geometrical and analytical arguments. They are 
obtained when the final time is not finite, the variance is nonrandom, the drift is null 
and the boundaries are nonrandom linear with nonnegative upper trend and nonposi-
tive lower trend. Malmquist (1954) obtains an explicit formula conditioned on the 
starting and final values of the Wiener process for a finite final time (Theorem 1, p. 
526). This is obtained with Doob’s transformation (Section 5, pp. 401–402) in the 
one-sided boundary case. Anderson (1960) derives an explicit formula conditioned 
on the final value of the Wiener process (Theorem  4.2, pp. 178–179) in the two-
sided boundary case with linear drift. Then, he integrates it with respect to the final 
value of the Wiener process to get an explicit formula (Theorem 4.3, p. 180).

For square root boundaries, Breiman (1967) expresses the problem as bound-
ary crossing probabilities of an Ornstein-Uhlenbeck process to a constant bound-
ary. They are obtained with Doob’s transformation. However, the boundary cross-
ing probabilities of an Ornstein-Uhlenbeck process to a constant boundary are only 
known in the form of Laplace transform. Daniels (1969) uses the same technique 
and obtains an explicit formula. Finally, the boundary crossing probabilities of 
a jump diffusion process with linear drift to a constant boundary are obtained in 
the form of Laplace transform in Kou et al. (2003). Alili et al. (2005), Doney et al. 
(2006) and Kypriano et  al. (2010) consider a link between the first and last pas-
sage time and overshoot above/below a fixed level of a Lévy process. Potiron (2023) 
obtains an explicit formula when the boundary is constant and the stochastic process 
is a continuous local martingale.

Since there is no available explicit formula when the drift and the boundaries are 
not linear, there is a large literature on approximating and computing numerically 
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these boundary crossing probabilities. Strassen (1967) (Lemma 3.3, p. 323) shows 
that PZ

g
 is continuously differentiable when g is continuously differentiable. Durbin 

(1971, Wang et al. (1997) and Novikov et al. (1999) use piecewise-linear boundaries 
to approximate the general boundaries. Durbin (1985) gives a formula for a general 
boundary, which depends on asymptotic conditional expectations whose approxima-
tions are studied in Salminen (1988).

In this paper, we derive several formulae for the one-sided and two-sided bound-
ary crossing probability when the boundaries and drift are stochastic processes and 
the variance is random. Unfortunately, these formulae are either non-explicit or 
explicit, but based on a strong theoretical assumption. We derive the results in two 
cases, i.e., (i) a simpler case when the one-sided boundary and the drift are nonran-
dom time-varying and the variance is nonrandom and (ii) a more complicated case 
when the one-sided boundary and the drift are stochastic processes and the variance 
is random.

More specifically, consider a stochastic process (Zt)t∈ℝ+ defined as Zt = �t + �Wt . 
Here, (�t)t∈ℝ+ is a stochastic drift process, (Wt)t∈ℝ+ is a standard Wiener process 
with random time-invariant variance �2 , and (gt)t∈ℝ+ and (ht)t∈ℝ+ are two stochastic 
boundary processes. We focus on the probabilities of a process crossing one-sided 
and two-sided boundaries, defined as follows

i.e., the probability that the process Z crosses the boundary or one of both bounda-
ries between 0 and the final time T.

We describe first the main results in the one-sided (i) case. A non-explicit for-
mula is first obtained by the Girsanov theorem when considering an equivalent 
probability measure in which the boundary is constant equal to its starting value. 
To apply the Girsanov theorem, the main idea consists in rewriting the boundary 
crossing probability of a time-varying boundary as an equivalent boundary crossing 
probability of a constant boundary. More specifically, we define the new nonrandom 
drift as ut =

�t−gt+g0

�
 , the new �(Wt)-measurable process as Yt = ut +Wt and the new 

constant boundary as b =
g0−�0

�
 . We then observe that the boundary crossing prob-

ability (1) may be rewritten as PZ
g
(T) = PY

b
(T) . We thus obtain (see Proposition 1)

Here, MT = exp
(
WT −

1

2
∫ T

0
�2
s
ds
)
 is the Radon–Nikodym derivative with 

WT = ∫ T

0
�sdWs , uT = ∫ T

0
�sds , and � is a nonrandom function � ∶ [0, T] → ℝ.

A more explicit formula is then obtained by using an elementary decomposi-
tion of the Radon–Nikodym derivative inverse. This decomposition expresses it 
as the product of a random variable, which is �(WT )-measurable, and an inde-
pendent random variable. More specifically, the decomposition is based on the 

(1)PZ
g
(T) =ℙ

(
sup
0≤t≤T

Zt − gt ≥ 0
)
,

(2)PZ
g,h
(T) =ℙ

(
sup
0≤t≤T

Zt − gt ≥ 0 or sup
0≤t≤T

ht − Zt ≥ 0
)
,

(3)ℙ(TY
b
≤ T|WT ) = 𝔼ℚ

[
1{TY

b
≤T}M−1

T
|WT

]
.



356	 Y. Potiron 

fact that (WT ,WT ) is a centered normal random vector under ℙ . It consists of 
rewriting WT as WT = �WT + �̃W̃  , where W̃  is a standard normal random variable 
under ℙ , independent of WT . Then, we obtain (see Theorem 1)

We also give a formula based on a strong theoretical assumption. More specifically, 
we assume that

Then, the non-explicit factor in Equation (4) is equal to (see Theorem 2)

Here, LN is the Laplace transform of a standard normal variable. This is based on 
the preliminary result (see Lemma 3)

by using the explicit formula from Malmquist (1954) (Theorem 1, p. 526) and since 
Y is a standard Wiener process under ℚ.

Finally, we give formulae of PY
b
(T) by integrating ℙ(TY

b
≤ T|WT ) with respect to 

the value of WT (see Corollary 1). We also derive similar formulae in the case (ii). If 
we define v as v = (g,�, �) and we assume that v is independent of W, the elemen-
tary idea in the case (ii) is to condition by both WT and v, i.e., to derive results of the 
form ℙ(TY

b
≤ T|WT , v) . We also derive similar formulae in the two-sided boundary 

case when the difference between the deviation of each boundary from their starting 
value is linear, i.e., there exists � ∈ ℝ such that ht − h0 = gt − g0 + �t . To apply the 
Girsanov theorem to the two-sided boundary case, we cannot use two different drifts 
since the process Z is unique in the boundary crossing probability (2). Thus, the ele-
mentary idea consists in rewriting the FPT to a two-sided time-varying boundary as 
an equivalent FPT to a two-sided boundary, with one constant boundary and one 
linear boundary. More specifically, we define the new drift as ut =

�t−�0−gt+g0

�
 , the 

new process as Yt = ut +Wt , the new constant boundary as b =
�0−g0

�
 and the new 

linear boundary as ct =
h0−�0+�t

�
 . We then observe that the boundary crossing proba-

bility (2) may be rewritten as PZ
g,h

= PY
b,c

.
When the boundaries and the drift are linear, the one-sided and two-sided bound-

ary crossing probability (1)–(2) can be obtained easily. For instance, one can use a 
combination of the Girsanov theorem and the reflection principle, or by calculating 

(4)

ℙ(TY
b ≤ T|WT ) = exp

(

− �WT + 1
2 ∫

T

0
�2s ds

)

�ℚ
[

1{TY
b≤T}

exp
(

− �̃W̃
)

|WT
]

.

𝔼ℚ

[
1{TY

b
≤T} exp

(
− �̃W̃

)
|WT

]
= 𝔼ℚ

[
1{TY

b
≤T}|WT

]
𝔼ℚ

[
exp

(
− �̃W̃

)
|WT

]
.

𝔼ℚ

[
1{TY

b
≤T} exp

(
− �̃W̃

)
|WT

]
= exp

(
−

2b(b − YT )

T

)

× exp
(
�̃ �

T

0

�̃s�sds
)
LN(�̃).

ℚ(TY
b
≤ T|WT ) = exp

(
−
2b(b − YT )

T

)
,
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the Laplace transforms via some appropriate martingales and the optional sam-
pling theorem. Details of both methods can be found in many classical textbooks 
on stochastic analysis, e.g., Karatzas et  al. (2012) or Revuz et  al. (2013). More 
specifically, one can obtain by the Girsanov theorem Equation (3), and since the 
Radon–Nikodym derivative inverse M−1

T
 is �(WT )-measurable in that simpler case, 

one can conclude by the joint distribution of the maximum and terminal value of a 
Wiener process based on the reflection principle. When the boundaries and the drift 
are not linear, however, M−1

T
 is no longer �(WT )-measurable. This renders a direct 

calculation not possible since that would require to extend the arguments based on 
the reflection principle. As discussed above, we circumvent that difficulty by an ele-
mentary decomposition of the Radon–Nikodym derivative inverse. This decomposi-
tion expresses it as the product of a �(WT )-measurable random variable and an inde-
pendent random variable. The price to pay is that we do not obtain explicit formulae 
without strong theoretical assumptions.

As it stands, our obtained formulae are based on a strong theoretical assumption. 
Unfortunately, such assumption is hard to show when the final time is fixed. The 
main reason is that the boundary is not linear enough. However, we conjecture that 
this assumption is asymptotically met if we divide the final time interval [0, T] into 
smaller time intervals with length that converges to 0 asymptotically. This is due to 
the fact that the boundary gets more and more linear locally. Thus, we can relatively 
safely apply our obtained formulae locally. By taking the sum of the local approxi-
mations, we can then approximate the boundary crossing probabilities (1)–(2).

2 � Main results

2.1 � One‑sided time‑varying boundary case

In this section, we consider the case when the one-sided boundary and the drift 
are nonrandom time-varying and the variance is nonrandom.

We consider the complete stochastic basis B = (Ω,ℙ,F,F) , where F  is a �-
field and F = (Ft)t∈ℝ+ is a filtration. We define the set of continuous functions 
from ℝ+ to ℝ as C(ℝ+,ℝ) . We first give the definition of the set of boundary 
functions. We assume that the boundary is continuous since it is required in the 
assumptions for the Girsanov theorem.

Definition 1  We define the set of boundary functions as G = C(ℝ+,ℝ).

We now give the definition of the FPT. We assume that the stochastic process 
is continuous since we consider a Wiener process with a continuous drift which is 
required in the assumptions for the Girsanov theorem.

Definition 2  We define the FPT of an F-adapted continuous process Z to a boundary 
g ∈ G satisfying Z0 ≤ g0 as
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We have that Z is a continuous and F-adapted stochastic pro-
cess and inf{t ∈ ℝ+ s.t. Zt ≥ gt} = inf{t ∈ ℝ+ s.t. (t, Zt) ∈ G} , where 
G = {(t, u) ∈ ℝ+ ×ℝ s.t. u ≥ gt} is a closed subset of ℝ2 . Thus, the FPT TZ

g
 is an F

-stopping time by Theorem I.1.27 (p. 7) in Jacod et al. (2003). We can rewrite the 
boundary crossing probability PZ

g
 as the cdf of TZ

g
 , i.e.,

We assume that W is an F-standard Wiener process. We assume that Zt = �t + �Wt . 
Here, � is time-varying, nonrandom, and satisfies 𝜇0 < g0 . The variance �2 is time-
invariant, nonrandom, and positive, i.e., 𝜎2 > 0 . To apply the Girsanov theorem, 
the main elementary idea is to rewrite the FPT to a time-varying boundary as an 
equivalent FPT to a constant boundary. More specifically, we define the new nonran-
dom drift as ut =

�t−�0−gt+g0

�
 , the new process as Yt = ut +Wt and the new constant 

boundary as b =
g0−�0

�
 . We then observe that the FPT (5) may be rewritten as

Then, we will consider an equivalent probability measure under which the new pro-
cess Y will be a standard Wiener process. Accordingly, we provide the assumption 
which corresponds to Novikov’s condition (see Novikov (1972)) which is required 
to apply the Girsanov theorem (see Girsanov (1960)). The proofs of this paper 
would hold with no change with the more general conditions obtained by Kazamaki 
(1977).

Assumption A  We assume that u ≠ 0 , i.e., that there exists a t ∈ [0, T] such that 
ut ≠ 0 . We also assume that u is absolutely continuous on [0, T], i.e., there exists 
a nonrandom function � ∶ [0, T] → ℝ with ut = ∫ t

0
�sds . Finally, we assume that 

∫ T

0
𝜃2
s
ds < ∞.

Definition 3  We define M as

By Assumption A, M satisfies Novikov’s condition and thus is a positive mar-
tingale. We embed this result and its implications on an equivalent probability 
measure ℚ by the Girsanov theorem in the following lemma.

Lemma 1  Under Assumption A, we have that M is a positive martingale. Thus, we 
can consider an equivalent probability measure ℚ such that the Radon–Nikodym 
derivative is defined as dℚ

dℙ
= MT . Finally, Y is a standard Wiener process under ℚ.

(5)TZ
g
= inf{t ∈ ℝ

+ s.t. Zt ≥ gt}.

(6)PZ
g
(t) = ℙ(TZ

g
≤ t) for any t ≥ 0.

(7)TZ
g
= TY

b
.

(8)Mt = exp
(
�

t

0

�sdWs −
1

2 �
t

0

�2
s
ds
)
for any 0 ≤ t ≤ T .
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Consequently, we obtain that 𝔼ℙ

[
X
]
= 𝔼ℚ

[
XM−1

T

]
 for any FT-measurable ran-

dom variable X by a change of probability in the expectation. The next proposi-
tion reexpresses ℙ(TY

b
≤ T|WT ) under ℚ and is a result of interest in its own right 

although the obtained formulae are not explicit. The proof is based on Lemma 1 
and its consequence in the particular case X = 1{TY

b
≤T}1ET

 where ET is a �(WT )

-measurable event. We define Wt as

Proposition 1  Under Assumption A, we have

This can be reexpressed as

It remains to calculate 𝔼ℚ

[
1{TY

b
≤T}M−1

T
|WT

]
 or

if we want to derive a completely explicit formula. Although Y is a standard Wiener 
process under ℚ by Lemma 1, the presence of M−1

T
 or WT in the conditional expec-

tation renders a direct calculation not possible. Indeed, we would need to extend 
the arguments based on the reflection principle. We circumvent that difficulty by 
an elementary decomposition of the Radon–Nikodym derivative inverse M−1

T
 . More 

specifically, the decomposition is based on the fact that (WT ,WT ) is a centered nor-
mal random vector under ℙ . It consists of rewriting WT as WT = �WT + �̃W̃ , where 
W̃ is a standard normal random variable under ℙ , independent of WT . We define the 
correlation under ℙ between WT and WT as � , i.e., � = Corℙ(WT ,WT ).

Lemma 2  Under Assumption A, we have that WT√
∫ T

0
�2
s
ds

 is a standard normal ran-

dom variable under ℙ . We can also show that � =
∫ T

0
�sds

T ∫ T

0
�2
s
ds

 . Moreover, there exists a 

standard normal random variable W̃ under ℙ which is independent of WT , and such 
that WT when normalized can be reexpressed as

This can be reexpressed as

(9)Wt = ∫
t

0

�sdWs.

(10)ℙ(TY
b
≤ T|WT ) =𝔼ℚ

[
1{TY

b
≤T}M−1

T
|WT

]
.

(11)ℙ(TY
b
≤ T|WT ) =𝔼ℚ

[
M−1

T
𝔼ℚ

[
1{TY

b
≤T}|WT ,WT

]
|WT

]
.

𝔼ℚ

[
M−1

T
𝔼ℚ

[
1{TY

b
≤T}|WT ,WT

]
|WT

]

(12)
WT�
∫ T

0
�2
s
ds

= �
WT√
T
+
√
1 − �2W̃,
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where � = �

√
T−1 ∫ T

0
�2
s
ds and �̃ =

√
(1 − �2) ∫ T

0
�2
s
ds . If we define �̃t =

�s−�

�̃
 , we 

can reexpress W̃ as

Finally, W̃ + ∫ T

0
�̃s�sds is a standard normal variable under ℚ.

Our main result is the next theorem, which gives a more explicit formula to 
ℙ(TY

b
≤ T|WT ) . The proof is based on Lemma 2.

Theorem 1  Under Assumption A, we have

We first calculate ℚ(TY
b
≤ T|WT ) , whose explicit formula is given in the follow-

ing lemma. This reexpresses Malmquist (1954) (Theorem 1, p. 526) under ℚ , who 
considers the linear case �t = 0 , gt = at + b and � = 1 under ℙ . He obtains that

for any x ∈ ℝ.

Lemma 3  Under Assumption A, we have

The next theorem gives an explicit formula based on a strong theoretical assump-
tion (19). The proof is based on Lemma 3. Let N be a standard normal random vari-
able under ℙ . We define the Laplace transform of N as

Theorem 2  We assume that Assumption A and the following assumption

(13)WT = �WT + �̃W̃,

(14)W̃ =∫
T

0

�̃sdWs.

(15)
ℙ(TY

b
≤ T|WT )

= exp
(
− �WT +

1

2 �
T

0

�2
s
ds
)
𝔼ℚ

[
1{TY

b
≤T} exp

(
− �̃W̃

)
|WT

]
.

(16)
ℙ(TZ

g
≤ T|WT = x)

= exp
(
−

2b(aT + b − x)

T

)
1{x≤aT+b} + 1{x>aT+b}

(17)ℚ(TY
b
≤ T|WT ) = exp

(
−

2b(b − YT )

T

)
1{YT≤b} + 1{YT>b}

.

(18)LN(u) = 𝔼ℙ

[
exp

(
− uN

)]
.

(19)
𝔼ℚ

[
1{TY

b
≤T} exp

(
− �̃W̃

)
|WT

]

= 𝔼ℚ

[
1{TY

b
≤T}|WT

]
𝔼ℚ

[
exp

(
− �̃W̃

)
|WT

]
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holds. Then, we have

Finally, we get PY
b
(T) in the next corollary by integrating ℙ(TY

b
≤ T|WT ) with 

respect to the value of WT . The proof follows the steps of Equations (3) in Wang et al. 
(1997) (p. 55). We define the standard Gaussian cdf as �(t) = ∫ t

0

1√
2�

exp
�
−

u2

2

�
du 

for any t ∈ ℝ+.

Corollary 1  Under Assumption A, we have

If we further assume (19), we have

We consider the particular case when the boundary is linear, there is no drift and the 
standard deviation is equal to unity �t = 0 , gt = at + b and � = 1 . Then, Corollary 1 
reduces to Wang et al. (1997) (Equation (2), p. 55), i.e.,

(20)

ℙ(TY
b
≤ T|WT ) = exp

(
− 𝛼WT +

1

2 �
T

0

𝜃2
s
ds
)

×

(
exp

(
−

2b(b − YT )

T

)
1{YT≤b} + 1{YT>b}

)

× exp
(
�𝛼 �

T

0

�𝜃s𝜃sds
)
LN(�𝛼).

(21)

PY
b
(T) =1 − �

�b − uT√
T

�
+ �

b−uT

−∞

1
√
2�T

exp
�
−

x2

2T

�

× exp
�
− �x +

1

2 �
T

0

�2
s
ds
�

× 𝔼ℚ

�
1{TY

b
≤T} exp

�
− �̃W̃

�
�WT = x

�
dx.

(22)

PY
b
(T) =1 − �

�b − uT√
T

�

+ ∫
b−uT

−∞

1
√
2�T

exp
�
−

x2

2T

�
exp

�
− �x +

1

2 ∫
T

0

�2
s
ds
�

× exp
�
−

2b(b − uT − x)

T

�
exp

�
�̃ ∫

T

0

�̃s�sds
�
LN(�̃)dx.

PY
b
(T) =1 − �

�
b + aT
√
T

�
+ exp

�
− 2ba

�
�

�
b − aT
√
T

�
.
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2.2 � One‑sided stochastic boundary process case

In this section, we consider the case when the one-sided boundary and the drift 
are stochastic processes and the variance is random.

We first give the definition of the set of stochastic boundary processes.

Definition 4  We define the set of stochastic boundary processes as H = ℝ+ × Ω → ℝ 
such that for any g ∈ H and � ∈ Ω we have g(�) ∈ G and g is F-adapted.

We now give the definition of the FPT.

Definition 5  We define the FPT of an F-adapted continuous process Z to a boundary 
g ∈ H satisfying Z0 ≤ g0 ∀� ∈ Ω as

We have that Z − g is an F-adapted continuous stochastic process and inf{t ∈ ℝ+ s.t. 
Zt ≥ gt} = inf{t ∈ ℝ+ s.t. Zt − gt ≥ 0} = inf{t ∈ ℝ+ s.t. Zt − gt ∈ ℝ+}. Thus, the 
FPT TZ

g
 is an F-stopping time by Theorem I.1.27 (p. 7) in Jacod et al. (2003). We 

can rewrite the boundary crossing probability PZ
g
 as the cdf of TZ

g
 , i.e.,

We assume that � is an F-adapted stochastic process which satisfies ℙ(𝜇0 < g0) = 1 . 
We also assume that the variance �2 is time-invariant, random, and such that 
ℙ(�2 = 0) = 0 . Finally, we assume that v is independent of W, where v is defined as 
v = (g,�, �).

Assumption B  We assume that ℙ(∃t ∈ [0, T] s.t ut ≠ 0) = 1 . We also 
assume that u is absolutely continuous on [0,  T], i.e., there exists a stochas-
tic process � ∶ [0, T] × Ω → ℝ with ut = ∫ t

0
�sds , a.s.. Finally, we assume that 

�[exp
(
1

2
∫ T

0
𝜃2
s
ds
)
] < ∞.

Definition 6  We define M as

By Assumption B, M satisfies Novikov’s condition and thus is a positive 
martingale.

Lemma 4  Under Assumption B, we have that M is a positive martingale. Thus, we 
can consider an equivalent probability measure ℚ such that the Radon–Nikodym 
derivative is defined as dℚ

dℙ
= MT . Finally, Y is a standard Wiener process under ℚ.

(23)TZ
g
= inf{t ∈ ℝ

+ s.t. Zt ≥ gt}.

(24)PZ
g
(t) = ℙ(TZ

g
≤ t) for any t ≥ 0.

(25)Mt = exp
(
�

t

0

�sdWs −
1

2 �
t

0

�2
s
ds
)
for any 0 ≤ t ≤ T .
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The elementary idea in this section is to condition by both WT and v, i.e., to 
derive results of the form ℙ(TY

b
≤ T|WT , v) . The next proposition reexpresses 

ℙ(TY
b
≤ T|WT , v) under ℚ . We define Wt as

Proposition 2  Under Assumption B, we have

This can be reexpressed as

To obtain a more explicit formula, we use an elementary decomposition of the 
Radon–Nikodym derivative inverse M−1

T
 . This decomposition expresses it as the 

product of a random variable which is �(WT , v)-measurable and a random variable 
conditionally independent from WT given v. Since � is a stochastic process, we do 
not have that WT is a normal random variable, but rather that it is a mixed normal 

random variable. The elementary idea is to normalize WT by 
√

∫ T

0
�2
s
ds , so that 

(WT ,
WT√
∫ T

0
�2
s
ds

) is a centered normal random vector under ℙ . We define the correla-

tion under ℙ between WT and WT√
∫ T

0
�2
s
ds

 as � , i.e., � = Corℙ(WT ,
WT√
∫ T

0
�2
s
ds

).

Lemma 5  Under Assumption B, we have that WT√
∫ T

0
�2
s
ds

 is a standard normal random 

variable under ℙ . We can also show that � =
1

T
𝔼ℙ

� ∫ T

0
�sds√

∫ T

0
�2
s
ds

�
 . Moreover, there exists 

a standard normal random variable W̃ under ℙ , which is independent of WT , and 
such that WT , when normalized, can be reexpressed a.s. as

This can be reexpressed a.s. as

where � = �

√
T−1 ∫ T

0
�2
s
ds a.s. and �̃ =

√
(1 − �2) ∫ T

0
�2
s
ds a.s.. If we define 

�̃t =
�s−�

�̃
 , we can reexpress W̃ a.s. as

(26)Wt = ∫
t

0

�sdWs.

(27)ℙ(TY
b
≤ T|WT , v) =𝔼ℚ

[
1{TY

b
≤T}M−1

T
|WT , v

]
.

(28)ℙ(TY
b
≤ T|WT , v) =𝔼ℚ

[
M−1

T
𝔼ℚ

[
1{TY

b
≤T}|WT ,WT , v

]
|WT , v

]
.

(29)
WT�
∫ T

0
�2
s
ds

= �
WT√
T
+
√
1 − �2W̃.

(30)WT = �WT + �̃W̃,
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Moreover, W̃ + ∫ T

0
�̃s�sds is a standard normal variable under ℚ . Finally, the con-

ditional distribution of W̃ + ∫ T

0
�̃s�sds given v, i.e., D(W̃ + ∫ T

0
�̃s�sds|v) , is standard 

normal under ℚ.

Our main result is the next theorem, which gives a more explicit formula to 
ℙ(TY

b
≤ T|WT , v).

Theorem 3  Under Assumption B, we have

We first calculate ℚ(TY
b
≤ T|WT , v).

Lemma 6  Under Assumption B, we have

The next theorem gives a formula based on a theoretical assumption (34).

Theorem 4  We assume that Assumption B and the following assumption

holds. Then, we have

Finally, we get PY
b
(T) in the next corollary by integrating ℙ(TY

b
≤ T|WT , v) with 

respect to the value of (WT , v) . We define the arrival space and cdf of v as respec-
tively Πv and Pv . Moreover, we define yu , yb , y� , etc. following the above defini-
tions when integrating with respect to y ∈ Πv.

(31)W̃ =∫
T

0

�̃sdWs.

(32)
ℙ(TY

b
≤ T|WT , v) = exp

(
− �WT +

1

2 �
T

0

�2
s
ds
)

× 𝔼ℚ

[
1{TY

b
≤T} exp

(
− �̃W̃

)
|WT , v

]
.

(33)ℚ(TY
b
≤ T|WT , v) = exp

(
−

2b(b − YT )

T

)
1{YT≤b} + 1{YT>b}

.

(34)
𝔼ℚ

[
1{TY

b
≤T} exp

(
− �̃W̃

)
|WT , v

]

= 𝔼ℚ

[
1{TY

b
≤T}|WT , v

]
𝔼ℚ

[
exp

(
− �̃W̃

)
|WT , v

]

(35)

ℙ(TY
b
≤ T|WT , v) = exp

(
− 𝛼WT +

1

2 �
T

0

𝜃2
s
ds
)

×

(
exp

(
−

2b(b − YT )

T

)
1{YT≤b} + 1{YT>b}

)

× exp
(
�𝛼 �

T

0

�𝜃s𝜃sds
)
LN(�𝛼).
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Corollary 2  Under Assumption B, we have

If we further assume (34), we have

2.3 � Two‑sided time‑varying boundary case

In this section, we consider the case when the two-sided boundary and the drift are 
nonrandom time-varying and the variance is nonrandom.

We first give the definition of the set of two-sided boundary functions.

Definition 7  We define the set of two-sided boundary functions as I = G × G.

We now give the definition of the FPT to a two-sided boundary.

Definition 8  We define the FPT of an F-adapted continuous process Z to a two-sided 
boundary (g, h) ∈ I  satisfying g0 ≤ Z0 ≤ h0 as

We have that Z is a continuous and F-adapted stochastic process and 
inf{t ∈ ℝ+ s.t. Zt ≥ gt or Zt ≤ ht} = inf{t ∈ ℝ+ s.t. Zt ∈ G} where 
G = {(t, u) ∈ ℝ+ ×ℝ s.t. u ≥ gt or u ≤ ht} is an open subset of ℝ2 . Thus, the FPT 
TZ
g,h

 is an F-stopping time by Theorem I.1.27 (p. 7) in Jacod et al. (2003). We can 
rewrite the boundary crossing probability PZ

g,h
 as the cdf of TZ

g,h
 , i.e.,

(36)

PY
b
(T) =1 − �

�b − uT√
T

�

+ �
b−uT

−∞
�
Πv

1
√
2�T

exp
�
−

x2

2T

�
exp

�
− y�x +

1

2 �
T

0

y2
�,s
ds
�

× 𝔼ℚ

�
1{TY

b
≤T} exp

�
− �̃W̃

�
�WT = x, v = y

�
dxdPv(y).

(37)

PY
b
(T) =1 − �

�b − uT√
T

�

+ ∫
b−uT

−∞
∫
Πv

1
√
2�T

exp
�
−

x2

2T

�
exp

�
− y�x +

1

2 ∫
T

0

y2
�,s
ds
�

× pv(y) exp
�
−

2yb(yb − yu,T − x)

T

�

× exp
�
y�̃ ∫

T

0

y�̃,sy�,sds
�
LN(y�̃)dxdPv(y).

(38)TZ
g,h

= inf{t ∈ ℝ
+ s.t. Zt ≥ gt or Zt ≤ ht}.

(39)PZ
g,h
(t) = ℙ(TZ

g,h
≤ t) for any t ≥ 0.
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We assume that g0 < 𝜇0 < h0 . To apply the Girsanov theorem to the two-sided 
boundary case, we cannot use two different drifts since the process Zt is unique 
in Definition 8. Thus, we have to restrict the class of boundary functions as we 
will assume that the deviation of g from its starting value is equal to the sum of 
the deviation of h from its starting value and a linear term, i.e., there exists � ∈ ℝ 
such that ht − h0 = gt − g0 + �t . Thus, we can rewrite the FPT to a two-sided time-
varying boundary as an equivalent FPT to a two-sided boundary with one constant 
boundary and one linear boundary. More specifically, if we define the new drift 
as ut =

�t−�0−gt+g0

�
 , the new process as Yt = ut +Wt , the new constant boundary as 

b =
�0−g0

�
 and the new linear boundary as ct =

h0−�0+�t

�
 , we observe that the FPT (38) 

may be rewritten as TZ
g,h

= TY
b,c

.

Assumption C  We assume that u ≠ 0 , i.e., that there exists a t ∈ [0, T] such that 
ut ≠ 0 . We also assume that u is absolutely continuous on [0, T], i.e., there exists 
a nonrandom function � ∶ [0, T] → ℝ with ut = ∫ t

0
�sds . Finally, we assume that 

∫ T

0
𝜃2
s
ds < ∞ . 	�  ◻

By Assumption C, M satisfies Novikov’s condition and thus is a positive martin-
gale. We embed this result and its implications on an equivalent probability measure 
ℚ by the Girsanov theorem in the following lemma.

Lemma 7  Under Assumption C, we have that M is a positive martingale. Thus, we 
can consider an equivalent probability measure ℚ such that the Radon–Nikodym 
derivative is defined as dℚ

dℙ
= MT . Finally, Y is a standard Wiener process under ℚ.

The next proposition reexpresses ℙ(TY
b,c

≤ T|WT ) under ℚ . We define Wt as

Proposition 3  Under Assumption C, we have

This can be reexpressed as

To obtain a more explicit formula, we elementary decompose the 
Radon–Nikodym derivative inverse M−1

T
 as the product of a �(WT )-measurable ran-

dom variable and a random variable independent from WT . We define the correlation 
under ℙ between WT and WT as � , i.e., � = Corℙ(WT ,WT ).

(40)Wt = ∫
t

0

�sdWs.

(41)ℙ(TY
b,c

≤ T|WT ) =𝔼ℚ

[
1{TY

b,c
≤T}M−1

T
|WT

]
.

(42)ℙ(TY
b,c

≤ T|WT ) =𝔼ℚ

[
M−1

T
𝔼ℚ

[
1{TY

b,c
≤T}|WT ,WT

]
|WT

]
.



367Non‑explicit formula of boundary crossing probabilities…

Lemma 8  Under Assumption C, we have that WT√
∫ T

0
�2
s
ds

 is a standard normal ran-

dom variable under ℙ . We can also show that � =
∫ T

0
�sds

T ∫ T

0
�2
s
ds

 . Moreover, there exists a 

standard normal random variable W̃ under ℙ which is independent of WT and such 
that WT when normalized can be reexpressed as

This can be reexpressed as

where � = �

√
T−1 ∫ T

0
�2
s
ds and �̃ =

√
(1 − �2) ∫ T

0
�2
s
ds . If we define �̃t =

�s−�

�̃
 , we 

can reexpress W̃ as

Finally, W̃ + ∫ T

0
�̃s�sds is a standard normal variable under ℚ.

Our main result is the next theorem.

Theorem 5  Under Assumption C, we have

We first calculate ℚ(TY
b,c

≤ T|WT ) whose explicit formula is given in the follow-
ing lemma. This reexpresses Anderson (1960) (Theorem 4.2, pp. 178–179) under ℚ , 
which considers the linear case �t = �t , gt = at + b , ht = ct + d and � = 1 under ℙ . He 
obtains that

Here, pZ
g,h
(j|x) is defined as

(43)
WT�
∫ T

0
�2
s
ds

= �
WT√
T
+
√
1 − �2W̃.

(44)WT = �WT + �̃W̃,

(45)W̃ =∫
T

0

�̃sdWs.

(46)
ℙ(TY

b,c
≤ T|WT ) = exp

(
− �WT +

1

2 �
T

0

�2
s
ds
)

× 𝔼ℚ

[
1{TY

b,c
≤T} exp

(
− �̃W̃

)
|WT

]
.

ℙ(TZ
g,h ≤ T|WT = x) =

∞
∑

j=1
pZg,h(j|x)1{x∈[hT−�T ,gT−�T ]}

+ 1{x∉[hT−�T ,gT−�T ]}.
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for any j ∈ ℕ∗ , x ∈ [hT − �T , gT − �T ] and the difference between g and h is defined 
as �t = �t(g, h) = gt − ht for any t ∈ [0, T].

Lemma 9  Under Assumption C, we have

Here, qY
b,c
(j|x) is defined as

for any j ∈ ℕ∗ , x ∈ [cT , bT ] and �t = �t(b, c).

The next theorem gives a formula based on a strong theoretical assumption (48).

Theorem 6  We assume that Assumption C and the following assumption

holds. Then, we have

pZ
g,h
(j|x) = exp

(
−

2

T
(j�0 + h0)(j�T + (hT − �T ) − x)

)

+ exp
(
−

2j

T
(j�0�T + �0((hT − �T ) − x) − �Th0)

)

+ exp
(
−

2

T
(j�0 − g0)(j�T − ((gT − �T ) − x))

)

+ exp
(
−

2j

T
(j�0�T − �0((gT − �T ) − x) + �Tg0)

)

(47)ℚ(TY
b,c

≤ T|WT ) =

∞∑

j=1

qY
b,c
(j|YT )1{YT∈[cT ,bT ]} + 1{YT∉[cT ,bT ]}

.

qY
b,c
(j|x) = exp

(
−

2

T
(j�0 + c0)(j�T + (cT − x))

)

+ exp
(
−

2j

T
(j�0�T + �0(cT − x) − �Tc0)

)

+ exp
(
−

2

T
(j�0 − b0)(j�T − (bT − x))

)

+ exp
(
−

2j

T
(j�0�T − �0((bT − x) + �Tb0)

)
,

(48)
𝔼ℚ

[
1{TY

b,c
≤T} exp

(
− �̃W̃

)
|WT

]
=𝔼ℚ

[
1{TY

b,c
≤T}|WT

]

× 𝔼ℚ

[
exp

(
− �̃W̃

)
|WT

]

(49)

ℙ(TY
b,c

≤ T|WT ) = exp
(
− �WT +

1

2 �
T

0

�2
s
ds
)

( ∞∑

j=1

qY
b,c
(j|YT )1{YT∈[cT ,bT ]}

+ 1{YT∉[cT ,bT ]}

)
exp

(
�̃ �

T

0

�̃s�sds
)
LN(�̃).
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Finally, we get PY
b,c
(T) in the next corollary by integrating ℙ(TY

b,c
≤ T|WT ) with 

respect to the value of WT.

Corollary 3  Under Assumption C, we have

If we further assume (48), we have

In the particular case when the boundaries and the drift are linear, and the stand-
ard deviation is equal to unity, Corollary 3 reduces to Anderson (1960) (Theo-
rem 4.3, p. 180).

3 � Proofs

Our proofs rely on an elementary application of the Girsanov theorem.

3.1 � One‑sided time‑varying boundary case

We start with the proofs in the case when the one-sided boundary and the drift are 
nonrandom time-varying and the variance is nonrandom.

The proof of Proposition 1 is based on Lemma 1 and its consequence in the par-
ticular case X = 1{TY

b
≤T}1ET

 in which ET is a �(WT )-measurable event.

Proof of Proposition 1  By definition of the conditional probability, Equation (10) can 
be rewritten formally as

(50)

PY
b,c
(T) =1 − �

�
bT − uT√

T

�
+ �

�
cT − uT√

T

�

+ �
bT−uT

cT−uT

1
√
2�T

exp
�
−

x2

2T

�
exp

�
− �x +

1

2 �
T

0

�2
s
ds
�

× 𝔼ℚ

�
1{TY

b,c
≤T} exp

�
− �̃W̃

�
�WT = x

�
dx.

(51)

PY
b,c
(T) =1 − �

�
bT − uT√

T

�
+ �

�
cT − uT√

T

�

+ ∫
bT−uT

cT−uT

1
√
2�T

exp
�
−

x2

2T

�
exp

�
− �x +

1

2 ∫
T

0

�2
s
ds
�

×

� ∞�

j=1

q
x+uT
b,c

(j�x + uT )1{x∈[cT−uT ,bT−uT ]}

+ 1{x∉[cT−uT ,bT−uT ]}

�

× exp
�
�̃ ∫

T

0

�̃s�sds
�
LN(�̃)dx.
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For any �(WT )-measurable event ET , we can use a change of probability in the 
expectation by Lemma 1 along with Assumption A and we obtain that

We can deduce Equation (52) from Equation (53) by definition of the conditional 
expectation. By definition of the conditional probability, Equation (11) can be 
rewritten formally as

By definition of the conditional expectation, we can deduce what follows. If we can 
show that for any ET which is �(WT )-measurable that

then Equation (54) holds. Let ET be a �(WT )-measurable event. By Lemma 1 along 
with Assumption A, we can use a change of probability in the expectation and we 
obtain that

Then, we have by the law of total expectation that

Since 1ET
 and M−1

T
 are �(WT ,WT )-measurable random variables, we can pull them 

out of the conditional expectation and deduce that

If we use Equations (56)-(57)-(58), we can deduce that Equation (55) holds. 	�  ◻

In what follows, we give the proof of Lemma 2. It is based on the fact that 
(WT ,WT ) is a centered normal random vector under ℙ so that we can rewrite WT as 
WT = �WT + �̃W̃.

Proof of Lemma 2  By Assumption A, we have that WT is well-defined and 
∫ T

0
𝜃2
s
ds < ∞ thus we can deduce that WT√

∫ T

0
�2
s
ds

 is a standard normal random variable 

under ℙ . Since (WT ,WT ) is a centered normal random vector under ℙ , there exists a 

(52)𝔼ℙ

[
1{TY

b
≤T}|WT

]
=𝔼ℚ

[
1{TY

b
≤T}M−1

T
|WT

]
.

(53)𝔼ℙ

[
1{TY

b
≤T}1ET

]
=𝔼ℚ

[
1{TY

b
≤T}M−1

T
1ET

]
.

(54)𝔼ℙ

[
1{TY

b
≤T}|WT

]
=𝔼ℚ

[
M−1

T
𝔼ℚ

[
1{TY

b
≤T}|WT ,WT

]
|WT

]
.

(55)
𝔼ℙ

[
1{TY

b
≤T}1ET

]

= 𝔼ℙ

[
𝔼ℚ

[
M−1

T
𝔼ℚ

[
1{TY

b
≤T}|WT ,WT

]
|WT

]
1ET

]
,

(56)𝔼ℙ

[
1{TY

b
≤T}1ET

]
=𝔼ℚ

[
1{TY

b
≤T}1ET

M−1
T

]
.

(57)𝔼ℚ

[
1{TY

b
≤T}1ET

M−1
T

]
=𝔼ℚ

[
𝔼ℚ

[
1{TY

b
≤T}1ET

M−1
T
|WT ,WT

]]
.

(58)
𝔼ℚ

[
𝔼ℚ

[
1{TY

b
≤T}1ET

M−1
T
|WT ,WT

]]

=𝔼ℚ

[
1ET

M−1
T
𝔼ℚ

[
1{TY

b
≤T}|WT ,WT

]]
.
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standard normal random variable W̃ under ℙ which is independent of WT and such 
that Equation (12) holds. Then, we can calculate that

Here, we use the definition of � and Equation (9) in the first equality, the fact that 
� ≠ 0 by Assumption A in the second equality, and the Itô isometry in the last 
equality. Equation (13) can be deduced directly from Equation (12). Moreover, we 
can reexpress W̃ as

Here, we use Equation (13) in the first equality, Equation (9) in the second equality 
and the definition of �̃t in the last equality. Finally, we can deduce that W̃ + ∫ T

0
�̃s�sds 

is a standard normal variable under ℚ by its expression (14) and since by Lemma 1 
along with Assumption A, Y is a Wiener process under ℚ . 	�  ◻

We provide now the proof of Theorem 1 which is based on Lemma 2.

Proof of Theorem 1  We can reexpress MT as

� =Corℙ(WT ,�
T

0

�sdWs)

=
Covℙ(WT , ∫ T

0
�sdWs)

Varℙ(WT )Varℙ(∫ T

0
�sdWs)

=
∫ T

0
�sds

T ∫ T

0
�2
s
ds

.

W̃ =
1

�̃
(WT − �WT )

=∫
T

0

�s − �

�̃
dWs

=∫
T

0

�̃sdWs.

(59)

MT = exp
(
∫

T

0

�sdWs −
1

2 ∫
T

0

�2
s
ds
)

= exp
(
WT −

1

2 ∫
T

0

�2
s
ds
)

= exp
(
�WT + �̃W̃ −

1

2 ∫
T

0

�2
s
ds
)

= exp
(
�WT −

1

2 ∫
T

0

�2
s
ds
)
exp

(
�̃W̃

)
.
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Here, we use Equation (8) in the first equality, Equation (9) in the second equality, 
Equation (13) from Lemma 2 in the third equality and algebraic manipulation in the 
last equality. Then, we have

Here, we use Equation (10) from Proposition 1 along with Assumption A in the first 
equality, Equation (73) in the second equality, and the fact that WT is a �(WT )-meas-
urable random variable in the third equality. Thus, we have shown Equation (15). 	
� ◻

We now give the proof which reexpresses Malmquist (1954) (Theorem 1, p. 526) 
under ℚ.

Proof of Lemma 3  By definition of the conditional probability, Equation (17) can be 
rewritten formally as

By Lemma 1 along with Assumption A, Y is a Wiener process under ℚ . Then, we 
have by Malmquist (1954) (Theorem 1, p. 526) that Equation (60) holds. 	�  ◻

We provide now the proof of Theorem 2, which is based on Lemma 3.

Proof of Theorem 2  We have

where we use Assumption (19) in the first equality, Equation (17) from Lemma 3 
along with Assumption A in the second equality. Finally, we have

ℙ(TY
b
≤ T|WT ) =𝔼ℚ

[
1{TY

b
≤T}M−1

T
|WT

]

=𝔼ℚ

[
1{TY

b
≤T} exp

(
− �WT +

1

2 �
T

0

�2
s
ds
)

× exp
(
− �̃W̃

)
|WT

]

= exp
(
− �WT +

1

2 �
T

0

�2
s
ds
)

× 𝔼ℚ

[
1{TY

b
≤T} exp

(
− �̃W̃

)
|WT

]
.

(60)𝔼ℚ

[
1{TY

b
≤T}|WT

]
= exp

(
−

2b(b − YT )

T

)
1{YT≤b} + 1{YT>b}

.

(61)

𝔼ℚ

[
1{TY

b
≤T} exp

(
− �𝛼 �W

)
|WT

]
=𝔼ℚ

[
1{TY

b
≤T}|WT

]
𝔼ℚ

[
exp

(
− �𝛼 �W

)
|WT

]

=

(
exp

(
−

2b(b − YT )

T

)
1{YT≤b} + 1{YT>b}

)

× 𝔼ℚ

[
exp

(
− �𝛼 �W

)
|WT

]
,
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Here, we use the fact that W̃ is independent from WT in the first equality, algebraic 
manipulation in the second equality, the fact that W̃ + ∫ T

0
�̃s�sds is a standard nor-

mal variable under ℚ by Lemma 2 along with Assumption A in the third equality, 
and Equation (18) in the last equality. We can deduce Equation (20) from Equations 
(15), (61) and (62). 	�  ◻

Finally, the proof of Corollary 1 follows the steps of Equations (3) in Wang 
et al. (1997) (p. 55).

Proof of Corollary 1  We can calculate that

Here, we use Equation (6) and regular conditional probability in the first equality, 
the fact that ℙ(TY

b
≤ T|WT = x) = 1 for any x ≥ b − uT in the second equality, and 

Equation (15) in the third equality. We have thus shown Equation (21). Equation 
(22) can be shown following the same first two equalities and using Assumption 
(20) in the third equality. 	�  ◻

(62)

𝔼ℚ

[
exp

(
− �̃W̃

)
|WT

]
=𝔼ℚ

[
exp

(
− �̃W̃

)]

= exp
(
�̃ ∫

T

0

�̃s�sds
)

× 𝔼ℚ

[
exp

(
− �̃

(
W̃ + ∫

T

0

�̃s�sds
))]

= exp
(
�̃ ∫

T

0

�̃s�sds
)
𝔼ℙ

[
exp

(
− �̃N

)]

= exp
(
�̃ ∫

T

0

�̃s�sds
)
LN(�̃).

PY
b
(T) =�

∞

−∞

ℙ(TY
b
≤ T�WT = x)

1
√
2�T

exp
�
−

x2

2T

�
dx

=1 − �

�
b − uT√

T

�

+ �
b−uT

−∞

ℙ(TY
b
≤ T�WT = x)

1
√
2�T

exp
�
−

x2

2T

�
dx

=1 − �

�
b − uT√

T

�

+ �
b−uT

−∞

1
√
2�T

exp
�
−

x2

2T

�
exp

�
− �x +

1

2 �
T

0

�2
s
ds
�

× 𝔼ℚ

�
1{TY

b
≤T} exp

�
− �̃W̃

�
�WT = x

�
dx.
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3.2 � One‑sided stochastic boundary process case

We continue with the proofs in the case when the one-sided boundary and the drift 
are stochastic processes and the variance is random.

The elementary idea in the proofs of this section is to condition by both WT and v, 
i.e., to derive results of the form ℙ(TY

b
≤ T|WT , v) . The proof of Proposition 2 is 

based on Lemma 4 and its consequence in the particular case X = 1{TY
b
≤T}1ET

 , in 
which ET is a �(WT , v)-measurable event.

Proof of Proposition 2  By definition of the conditional probability, Equation (27) can 
be rewritten formally as

For any �(WT , v)-measurable event ET , we can use a change of probability in the 
expectation by Lemma 4 along with Assumption B and we obtain that

We can deduce Equation (63) from Equation (64) by definition of the conditional 
expectation. By definition of the conditional probability, Equation (28) can be 
rewritten formally as

By definition of the conditional expectation, we can deduce what follows. If we can 
show that for any ET which is �(WT , v)-measurable that

then Equation (65) holds. Let ET be a �(WT , v)-measurable event. By Lemma 4 
along with Assumption B, we can use a change of probability in the expectation and 
we obtain that

Then, we have by the law of total expectation that

Since 1ET
 and M−1

T
 are �(WT ,WT , v)-measurable random variables, we can pull them 

out of the conditional expectation and deduce that

(63)𝔼ℙ

[
1{TY

b
≤T}|WT , v

]
=𝔼ℚ

[
1{TY

b
≤T}M−1

T
|WT , v

]
.

(64)𝔼ℙ

[
1{TY

b
≤T}1ET

]
=𝔼ℚ

[
1{TY

b
≤T}M−1

T
1ET

]
.

(65)
𝔼ℙ

[
1{TY

b
≤T}|WT , v

]

= 𝔼ℚ

[
M−1

T
𝔼ℚ

[
1{TY

b
≤T}|WT ,WT , v

]
|WT , v

]
.

(66)
𝔼ℙ

[
1{TY

b
≤T}1ET

]

= 𝔼ℙ

[
𝔼ℚ

[
M−1

T
𝔼ℚ

[
1{TY

b
≤T}|WT ,WT , v

]
|WT , v

]
1ET

]
,

(67)𝔼ℙ

[
1{TY

b
≤T}1ET

]
=𝔼ℚ

[
1{TY

b
≤T}1ET

M−1
T

]
.

(68)
𝔼ℚ

[
1{TY

b
≤T}1ET

M−1
T

]
=

𝔼ℚ

[
𝔼ℚ

[
1{TY

b
≤T}1ET

M−1
T
|WT ,WT , v

]]
.
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If we use Equations (67)-(68)-(69), we can deduce that Equation (66) holds. 	�  ◻

In what follows, we give the proof of Lemma 5. It is based on the fact that 
(WT ,

WT√
∫ T

0
�2
s
ds

) is a centered normal random vector under ℙ.

Proof of Lemma 5  By Assumption B, we can deduce that 0 < ∫ T

0
𝜃2
s
ds < ∞ a.s.. 

Thus, we can normalize WT by 
√

∫ T

0
�2
s
ds a.s. and we have that WT√

∫ T

0
�2
s
ds

 is a mixed 

normal random variable a.s. by definition. We have that its conditional mean under ℙ 
is a.s. equal to

Here, we use the fact that 1√
∫ T

0
�2
s
ds

 is �(v)-measurable in the first equality, and the 

fact that ∫ T

0
�sdWs is a.s. a martingale since ∫ T

0
𝜃2
s
ds < ∞ a.s. in the second equality. 

We also have that its conditional variance under ℙ is a.s. equal to

Here, we use Equation (70) in the first equality, the fact that 1√
∫ T

0
�2
s
ds

 is �(v)-measur-

able in the second equality, and the Itô isometry in the third equality. Since its condi-
tional mean and conditional variance are nonrandom, we obtain that its mean under 

ℙ is equal to 𝔼ℙ

� ∫ T

0
�sdWs√
∫ T

0
�2
s
ds

�
= 𝔼ℙ

�
𝔼ℙ

� ∫ T

0
�sdWs√
∫ T

0
�2
s
ds

���v
��

= 0 by the law of total expecta-

tion and Equation (70), and similarly that its variance is equal to 1 by the law of total 
expectation and Equation (71). Thus, we have that WT√

∫ T

0
�2
s
ds

 is a standard normal ran-

dom variable under ℙ . Since (WT ,
WT√
∫ T

0
�2
s
ds

) is a centered normal random vector 

under ℙ , there exists a standard normal random variable W̃ under ℙ which is 

(69)
𝔼ℚ

[
𝔼ℚ

[
1{TY

b
≤T}1ET

M−1
T
|WT ,WT , v

]]

= 𝔼ℚ

[
1ET

M−1
T
𝔼ℚ

[
1{TY

b
≤T}|WT ,WT , v

]]
.

(70)
𝔼ℙ

[ ∫ T

0
�sdWs

√
∫ T

0
�2
s
ds

|||v
]
=

1
√

∫ T

0
�2
s
ds

𝔼ℙ

[
�

T

0

�sdWs
|||v
]

=0.

(71)

Varℙ

( ∫ T

0
�sdWs

√
∫ T

0
�2
s
ds

|||v
)
=𝔼ℙ

[( ∫ T

0
�sdWs

√
∫ T

0
�2
s
ds

)2|||v
]

=
1

∫ T

0
�2
s
ds

𝔼ℙ

[(
�

T

0

�sdWs

)2|||v
]

=1.
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independent of WT and such that Equation (29) holds. Then, we can calculate that 
the covariance between WT and WT√

∫ T

0
�2
s
ds

 under ℙ is equal to

Here, we use Equation (9) in the first equality, Equation (70) in the second equality, 
the law of total expectation in the third equality, the fact that 1√

∫ T

0
�2
s
ds

 is �(v)-meas-

urable in the fourth equality, and the Itô isometry in the last equality. Now, we can 
calculate that the correlation between WT and WT√

∫ T

0
�2
s
ds

 under ℙ is equal to

Here, we use the definition of � and Equation (9) in the first equality, and Equations 
(71) and (72) in the last equality. Equation (30) can be deduced directly from Equa-
tion (29). Moreover, we can reexpress W̃ as

(72)

Covℙ

(
WT ,

WT√
∫ T

0
�2
s
ds

)
=Covℙ

(
WT ,

∫ T

0
�sdWs

√
∫ T

0
�2
s
ds

)

=𝔼ℙ

[
WT

∫ T

0
�sdWs

√
∫ T

0
�2
s
ds

]

=𝔼ℙ

[
𝔼

[
WT

∫ T

0
�sdWs

√
∫ T

0
�2
s
ds

|||v
]]

=𝔼ℙ

[
1

√
∫ T

0
�2
s
ds

𝔼

[
WT �

T

0

�sdWs
|||v
]]

=𝔼ℙ

[ ∫ T

0
�sds

√
∫ T

0
�2
s
ds

]
.

� =Corℙ

�
WT ,

∫ T

0
�sdWs

�
∫ T

0
�2
s
ds

�

=

Covℙ

�
WT ,

∫ T

0
�sdWs√
∫ T

0
�2
s
ds

�

Varℙ(WT )Varℙ

� ∫ T

0
�sdWs√
∫ T

0
�2
s
ds

�

=
1

T
𝔼ℙ

� ∫ T

0
�sds

�
∫ T

0
�2
s
ds

�
.
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where we use Equation (30) in the first equality, Equation (9) in the second equal-
ity and the definition of �̃t in the last equality. Moreover, we can deduce that 
W̃ + ∫ T

0
�̃s�sds is a standard normal variable under ℚ . This is due to its expression 

(31) and since by Lemma 4 along with Assumption B, Y is a Wiener process under 
ℚ . Finally, D

(
W̃ + ∫ T

0
�̃
s
�
s
ds|v

)
 is standard normal under ℚ by Equation (31).

We provide now the proof of Theorem 3, which is based on Lemma 5.

Proof of Theorem 3  We can reexpress MT as

Here, we use Equation (8) in the first equality, Equation (9) in the second equality, 
Equation (30) from Lemma 5 in the third equality, and algebraic manipulation in the 
last equality. Then, we have

Here, we use Equation (27) from Proposition 2 along with Assumption B in the 
first equality, Equation (73) in the second equality, the fact that WT and �t for any 
t ∈ [0, T] are �(WT , v)-measurable random variables in the third equality. Thus, we 
have shown Equation (32). 	�  ◻

W̃ =
1

�̃
(WT − �WT )

=∫
T

0

�s − �

�̃
dWs

=∫
T

0

�̃sdWs,

(73)

MT = exp
(
∫

T

0

�sdWs −
1

2 ∫
T

0

�2
s
ds
)

= exp
(
WT −

1

2 ∫
T

0

�2
s
ds
)

= exp
(
�WT + �̃W̃ −

1

2 ∫
T

0

�2
s
ds
)

= exp
(
�WT −

1

2 ∫
T

0

�2
s
ds
)
exp

(
�̃W̃

)
.

ℙ(TY
b
≤ T|WT , v) =𝔼ℚ

[
1{TY

b
≤T}M−1

T
|WT , v

]

=𝔼ℚ

[
1{TY

b
≤T} exp

(
− �WT +

1

2 �
T

0

�2
s
ds
)

× exp
(
− �̃W̃

)
|WT , v

]

= exp
(
− �WT +

1

2 �
T

0

�2
s
ds
)

× 𝔼ℚ

[
1{TY

b
≤T} exp

(
− �̃W̃

)
|WT , v

]
.
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We now give the proof of Lemma 6.

Proof of Lemma 6  By definition of the conditional probability, Equation (33) can be 
rewritten formally as

By Lemma 4 along with Assumption B, Y is a Wiener process under ℚ . Then, we 
have by Malmquist (1954) (Theorem 1, p. 526) that Equation (74) holds. 	�  ◻

We provide now the proof of Theorem 4, which is based on Lemma 6.

Proof of Theorem 4  We have

where we use Assumption (34) in the first equality, Equation (33) from Lemma 6 
along with Assumption B in the second equality. Finally, we have

(74)𝔼ℚ

[
1{TY

b
≤T}|WT , v

]
= exp

(
−

2b(b − YT )

T

)
1{YT≤b} + 1{YT>b}

.

(75)

𝔼ℚ

[
1{TY

b
≤T} exp

(
− �𝛼 �W

)
|WT , v

]
=𝔼ℚ

[
1{TY

b
≤T}|WT , v

]

× 𝔼ℚ

[
exp

(
− �𝛼 �W

)
|WT , v

]

=

(
exp

(
−

2b(b − YT )

T

)
1{YT≤b}

+ 1{YT>b}

)

× 𝔼ℚ

[
exp

(
− �𝛼 �W

)
|WT , v

]
,

(76)

𝔼ℚ

[
exp

(
− �̃W̃

)
|WT , v

]
=𝔼ℚ

[
exp

(
− �̃W̃

)
|v
]

= exp
(
�̃ ∫

T

0

�̃s�sds
)

× 𝔼ℚ

[
exp

(
− �̃

(
W̃ + ∫

T

0

�̃s�sds
))
|v
]

= exp
(
�̃ ∫

T

0

�̃s�sds
)

× 𝔼ℚ

[
exp

(
− �̃

(
W̃ + ∫

T

0

�̃s�sds
))]

= exp
(
�̃ ∫

T

0

�̃s�sds
)
𝔼ℙ

[
exp

(
− �̃N

)]

= exp
(
�̃ ∫

T

0

�̃s�sds
)
LN(�̃).
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Here, we use the fact that W̃ is independent from WT in the first equality, the fact that 
�t and �̃t for any t ∈ [0, T] are �(v)-measurable random variables in the second equal-
ity, the fact that D(W̃ + ∫ T

0
�̃s�sds|v) is standard normal under ℚ by Lemma 5 along 

with Assumption B in the third equality, the fact that W̃ + ∫ T

0
�̃s�sds is a standard 

normal variable under ℚ by Lemma 5 along with Assumption B in the fourth equal-
ity, and Equation (18) in the last equality. We can deduce Equation (35) from Equa-
tions (32), (75) and (76). 	�  ◻

Finally, we get PY
b
(T) in the next corollary, by integrating ℙ(TY

b
≤ T|WT , v) with 

respect to the value of (WT , v).

Proof of Corollary 2  We can calculate that

Here, we use Equation (24), regular conditional probability and the fact that WT and 
v are independent in the first equality, the fact that ℙ(TY

b
≤ T|WT = x) = 1 for any 

x ≥ b − uT in the second equality, and Equation (32) in the third equality. We have 
thus shown Equation (36). Equation (37) can be shown following the same first two 
equalities and using Equation (35) in the third equality. 	�  ◻

3.3 � Two‑sided time‑varying boundary case

In this section, we consider the proofs in the case when the two-sided boundary 
and the drift are nonrandom time-varying and the variance is nonrandom.

PY
b
(T) =�

∞

−∞
�
Πv

ℙ(TY
b
≤ T�WT = x, v = y)

1
√
2�T

exp
�
−

x2

2T

�
dxdPv(y)

=1 − �

�
b − uT√

T

�

+ �
b−uT

−∞
�
Πv

ℙ(TY
b
≤ T�WT = x, v = y)

×
1

√
2�T

exp
�
−

x2

2T

�
dxdPv(y)

=1 − �

�
b − uT√

T

�
+

�
b−uT

−∞
�
Πv

1
√
2�T

exp
�
−

x2

2T

�
exp

�
− y�x +

1

2 �
T

0

y2
�,s
ds
�

× 𝔼ℚ

�
1{TY

b
≤T} exp

�
− �̃W̃

�
�WT = x, v = y

�
dxdPv(y).
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The proof of Proposition 3 is based on Lemma 7.

Proof of Proposition 3  By definition of the conditional probability, Equation (41) can 
be rewritten formally as

For any �(WT )-measurable event ET , we can use a change of probability in the 
expectation by Lemma 7 along with Assumption C and we obtain that

We can deduce Equation (77) from Equation (78) by definition of the conditional 
expectation. By definition of the conditional probability, Equation (42) can be 
rewritten formally as

By definition of the conditional expectation, we can deduce what follows. If we can 
show that for any ET which is �(WT )-measurable that

then Equation (79) holds. Let ET be a �(WT )-measurable event. By Lemma 7 along 
with Assumption C, we obtain that

Then we have by the law of total expectation that

Since 1ET
 and M−1

T
 are �(WT ,WT )-measurable random variables, we can pull them 

out of the conditional expectation and deduce that

If we use Equations (81)-(82)-(83), we can deduce that Equation (80) holds. 	�  ◻

(77)𝔼ℙ

[
1{TY

b,c
≤T}|WT

]
=𝔼ℚ

[
1{TY

b,c
≤T}M−1

T
|WT

]
.

(78)𝔼ℙ

[
1{TY

b,c
≤T}1ET

]
=𝔼ℚ

[
1{TY

b,c
≤T}M−1

T
1ET

]
.

(79)𝔼ℙ

[
1{TY

b,c
≤T}|WT

]
=𝔼ℚ

[
M−1

T
𝔼ℚ

[
1{TY

b,c
≤T}|WT ,WT

]
|WT

]
.

(80)
𝔼ℙ

[
1{TY

b,c
≤T}1ET

]

= 𝔼ℙ

[
𝔼ℚ

[
M−1

T
𝔼ℚ

[
1{TY

b,c
≤T}|WT ,WT

]
|WT

]
1ET

]
,

(81)𝔼ℙ

[
1{TY

b,c
≤T}1ET

]
=𝔼ℚ

[
1{TY

b,c
≤T}1ET

M−1
T

]
.

(82)
𝔼ℚ

[
1{TY

b,c
≤T}1ET

M−1
T

]

= 𝔼ℚ

[
𝔼ℚ

[
1{TY

b,c
≤T}1ET

M−1
T
|WT ,WT

]]
.

(83)
𝔼ℚ

[
𝔼ℚ

[
1{TY

b,c
≤T}1ET

M−1
T
|WT ,WT

]]

=𝔼ℚ

[
1ET

M−1
T
𝔼ℚ

[
1{TY

b,c
≤T}|WT ,WT

]]
.
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In what follows, we give the proof of Lemma 8.

Proof of Lemma 8  By Assumption C, we can deduce that WT√
∫ T

0
�2
s
ds

 is a standard nor-

mal random variable under ℙ . Since (WT ,WT ) is a centered normal random vector 
under ℙ , there exists a standard normal random variable W̃ under ℙ which is inde-
pendent of WT and such that Equation (43) holds. Using the same arguments from 
the proof of Lemma 2, we can calculate that

Moreover, we can reexpress W̃ as

Finally, we can deduce that W̃ + ∫ T

0
�̃s�sds is a standard normal variable under ℚ . 

This is due to its expression (45) and since by Lemma 7 along with Assumption C, 
Y is a Wiener process under ℚ . 	�  ◻

We provide now the proof of Theorem 5, which is based on Lemma 8.

Proof of Theorem 5  By the same arguments from the proof of Theorem 1, we can 
reexpress MT as

Then, we have

Thus, we have shown Equation (46). 	�  ◻

We now give the proof which reexpresses Anderson (1960) (Theorem 4.2, pp. 
178–179) under ℚ.

Proof of Lemma 9  By definition of the conditional probability, Equation (47) can be 
rewritten formally as

� =
∫ T

0
�sds

T ∫ T

0
�2
s
ds

.

W̃ =∫
T

0

�̃sdWs.

MT = exp
(
�WT −

1

2 ∫
T

0

�2
s
ds
)
exp

(
�̃W̃

)
.

ℙ(TY
b,c

≤ T|WT ) = exp
(
− �WT +

1

2 �
T

0

�2
s
ds
)

× 𝔼ℚ

[
1{TY

b,c
≤T} exp

(
− �̃W̃

)
|WT

]
.
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By Lemma 7 along with Assumption C, Y is a Wiener process under ℚ . Then, we 
have by Anderson (1960) (Theorem 4.2, pp. 178–179) that Equation (84) holds. 	� ◻

We provide now the proof of Theorem 6, which is based on Lemma 9.

Proof of Theorem 6  We have

where we use Assumption (48) in the first equality, and Equation (47) from Lemma 
9 along with Assumption C in the second equality. Finally, we have

Here, we use the fact that W̃ is independent from WT in the first equality, algebraic 
manipulation in the second equality, the fact that W̃ + ∫ T

0
�̃s�sds is a standard nor-

mal variable under ℚ by Lemma 8 along with Assumption C in the third equality, 
and Equation (18) in the last equality. We can deduce Equation (49) from Equations 
(46), (85) and (86). 	�  ◻

Finally, we get PY
b,c
(T) in the next proof, by integrating ℙ(TY

b,c
≤ T|WT ) with 

respect to the value of WT.

(84)𝔼ℚ

[
1{TY

b
≤T}|WT

]
=

∞∑

j=1

qY
b,c
(j|YT )1{YT∈[cT ,bT ]} + 1{YT∉[cT ,bT ]}

.

(85)

𝔼ℚ

[
1{TY

b,c
≤T} exp

(
− �̃W̃

)
|WT

]
=𝔼ℚ

[
1{TY

b,c
≤T}|WT

]
𝔼ℚ

[
exp

(
− �̃W̃

)
|WT

]

=

( ∞∑

j=1

qY
b,c
(j|YT )1{YT∈[cT ,bT ]}

+ 1{YT∉[cT ,bT ]}

)
𝔼ℚ

[
exp

(
− �̃W̃

)
|WT

]
,

(86)

𝔼ℚ

[
exp

(
− �̃W̃

)
|WT

]
=𝔼ℚ

[
exp

(
− �̃W̃

)]

= exp
(
�̃ ∫

T

0

�̃s�sds
)

× 𝔼ℚ

[
exp

(
− �̃

(
W̃ + ∫

T

0

�̃s�sds
))]

= exp
(
�̃ ∫

T

0

�̃s�sds
)
𝔼ℙ

[
exp

(
− �̃N

)]

= exp
(
�̃ ∫

T

0

�̃s�sds
)
LN(�̃).
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Proof of Corollary 3  We can calculate that

Here, we use Equation (39) and regular conditional probability in the first equality, 
the fact that ℙ(TY

b,c
≤ T|WT = x) = 1 for any x ≥ bT − uT and any x ≤ cT − uT in the 

second equality, and Equation (46) in the third equality. We have thus shown Equa-
tion (50). Equation (51) can be shown following the same first two equalities and 
using Equation (49) in the third equality. 	�  ◻

Electronic supplementary material  The online version of this article (https://​doi.​org/​10.​1007/​s10463-​
024-​00917-6) contains supplementary material, which is available to authorized users.

Funding  The author was supported in part by Japanese Society for the Promotion of Science Grants-in-
Aid for Scientific Research (B) 23H00807 and Early-Career Scientists 20K13470.

References

Aalen, O. O., Gjessing, H. K. (2001). Understanding the shape of the hazard rate: A process point of view 
(with comments and a rejoinder by the authors). Statistical Science, 16, 1–22.

Abbring, J. H. (2012). Mixed hitting-time models. Econometrica, 80, 783–819.
Alili, L., Kyprianou, A. E. (2005). Some remarks on first passage of Lévy processes, the American put 

and pasting principles. Annals of Applied Probability, 15, 2062–2080.
Anderson, T. W. (1960). A modification of the sequential probability ratio test to reduce the sample size. 

The Annals of Mathematical Statistics, 31, 165–197.
Breiman, L. (1967). First exit times from a square root boundary. In: Proceedings of the fifth Berkeley 

symposium on mathematical statistics and probability 5 9–17. University of California Press
Butler, R. W., Huzurbazar, A. V. (1997). Stochastic network models for survival analysis. Journal of the 

American Statistical Association, 92, 246–257.
Daniels, H. E. (1969). The minimum of a stationary Markov process superimposed on a U-shaped trend. 

Journal of Applied Probability, 6, 399–408.
Doney, R. A., Kyprianou, A. E. (2006). Overshoots and undershoots of Lévy processes. Annals of Applied 

Probability, 16, 91–106.

PY
b,c
(T) =�

∞

−∞

ℙ(TY
b,c

≤ T�WT = x)
1

√
2�T

exp
�
−

x2

2T

�
dx

=1 − �

�
bT − uT√

T

�
+ �

�
cT − uT√

T

�

+ �
bT−uT

cT−uT

ℙ(TY
b,c

≤ T�WT = x)
1

√
2�T

exp
�
−

x2

2T

�
dx

=1 − �

�
bT − uT√

T

�
+ �

�
cT − uT√

T

�

+ �
bT−uT

cT−uT

1
√
2�T

exp
�
−

x2

2T

�
exp

�
− �x +

1

2 �
T

0

�2
s
ds
�

× 𝔼ℚ

�
1{TY

b,c
≤T} exp

�
− �̃W̃

�
�WT = x

�
dx.



384	 Y. Potiron 

Doob, J. L. (1949). Heuristic approach to the Kolmogorov-Smirnov theorems. The Annals of Mathemati-
cal Statistics, 20, 393–403.

Durbin, J. (1971). Boundary-crossing probabilities for the Brownian motion and Poisson processes and 
techniques for computing the power of the Kolmogorov-Smirnov test. Journal of Applied Probabil-
ity, 8, 431–453.

Durbin, J. (1985). The first-passage density of a continuous Gaussian process to a general boundary. 
Journal of Applied Probability, 22, 99–122.

Eaton, W. W., Whitmore, G. A. (1977). Length of stay as a stochastic process: A general approach and 
application to hospitalization for schizophrenia. Journal of Mathematical Sociology, 5, 273–292.

Girsanov, I. V. (1960). On transforming a certain class of stochastic processes by absolutely continuous 
substitution of measures. Theory of Probability & Its Applications, 5, 285–301.

Gut, A. (1974). On the moments and limit distributions of some first passage times. The Annals of Prob-
ability, 2, 277–308.

Jacod, J., Shiryaev, A. (2003). Limit theorems for stochastic processes (2nd ed.). Berlin: Springer-Verlag
Karatzas, I., Shreve, S. (2012). Brownian motion and stochastic calculus 113. New York: Springer Sci-

ence & Business Media.
Kazamaki, N. (1977). On a problem of Girsanov. Tohoku Mathematical Journal, 29, 597–600.
Kou, S. G., Wang, H. (2003). First passage times of a jump diffusion process. Advances in Applied Prob-

ability, 35, 504–531.
Kyprianou, A. E., Pardo, J. C., Rivero, V. (2010). Exact and asymptotic n-tuple laws at first and last pas-

sage. Annals of Applied Probability, 20, 522–564.
Lai, T. L., Siegmund, D. (1977). A nonlinear renewal theory with applications to sequential analysis I. 

The Annals of Statistics, 5, 946–954.
Lai, T. L., Siegmund, D. (1979). A nonlinear renewal theory with applications to sequential analysis II. 

The Annals of Statistics, 7, 60–76.
Lawless, J. F. (2011). Statistical models and methods for lifetime data. New Jersey: John Wiley & Sons.
Lee, M. L. T., Whitmore, G. A. (2006). Threshold regression for survival analysis: Modeling event times 

by a stochastic process reaching a boundary. Statistical Science, 21, 501–513.
Malmquist, S. (1954). On certain confidence contours for distribution functions. The Annals of Math-

ematical Statistics, 25, 523–533.
Matthews, D. E. D., Farewell, V. T. V., Pyke, R. R. (1985). Asymptotic score-statistic processes and tests 

for constant hazard against a change-point alternative. The Annals of Statistics, 13, 583–591.
Novikov, A. A. (1972). On an identity for stochastic integrals. Teoriya Veroyatnostei i ee Primeneniya, 

17, 761–765.
Novikov, A., Frishling, V., Kordzakhia, N. (1999). Approximations of boundary crossing probabilities for 

a Brownian motion. Journal of Applied Probability, 39, 1019–1030.
Potiron, Yoann Y. (2023). Explicit formula of boundary crossing probabilities for continuous local mar-

tingales to constant boundary. arXiv preprint arXiv:​2312.​00287.
Potiron, Y., Mykland, P. A. (2017). Estimation of integrated quadratic covariation with endogenous sam-

pling times. Journal of Econometrics, 197, 20–41.
Renault, E., Van der Heijden, T., Werker, B. J. (2014). The dynamic mixed hitting-time model for multi-

ple transaction prices and times. Journal of Econometrics, 180, 233–250.
Revuz, D., Yor, M. (2013). Continuous martingales and Brownian motion. Berlin: Springer-Verlag.
Roberts, G. O., Shortland, C. F. (1997). Pricing barrier options with time-dependent coefficients. Math-

ematical Finance, 7, 83–93.
Salminen, P. (1988). On the first hitting time and the last exit time for a Brownian motion to/from a mov-

ing boundary. Advances in Applied Probability, 20, 411–426.
Siegmund, D. (1986). Boundary crossing probabilities and statistical applications. The Annals of Statis-

tics, 14, 361–404.
Strassen, V. (1967). Almost sure behavior of sums of independent random variables and martingales. 

In Proceedings of the Fifth Berkeley Symposium on Mathematical Statistics and Probability, 2, 
315–343.

Wang, L., Pötzelberger, K. (1997). Boundary crossing probability for Brownian motion and general 
boundaries. Journal of Applied Probability, 34, 54–65.

Woodroofe, M. (1976). A renewal theorem for curved boundaries and moments of first passage times. 
The Annals of Probability, 4, 67–80.

Woodroofe, M. (1977). Second order approximations for sequential point and interval estimation. The 
Annals of Statistics, 7, 984–995.



385Non‑explicit formula of boundary crossing probabilities…

Publisher’s Note  Springer Nature remains neutral with regard to jurisdictional claims in published maps 
and institutional affiliations.

Springer Nature or its licensor (e.g. a society or other partner) holds exclusive rights to this article under 
a publishing agreement with the author(s) or other rightsholder(s); author self-archiving of the accepted 
manuscript version of this article is solely governed by the terms of such publishing agreement and 
applicable law.


